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Abstract: The security environment nowadays is producing quite a lot of uncertainties and threats as a result of 

emerging cyber-physical hybrid clashes phenomena. Adequate exploration of this has to be taken into consideration 

jointly with future technological progress, combining both social & technological assets. A successful approach for 

handling the problem is demonstrated in the paper, implementing expert beliefs into an aggregated dynamic system 

model, together with further exploration, based on system analysis, validation & verification. The obtained results are 

showing promising holistic solution, giving opportunities for better understanding and countering future hybrid threats 

in the new mixed cyber-physical reality. 

Keywords: Hybrid Threats, System Modelling, Validation & Verification, Cyber-Physical Reality 

 

1. INTRODUCTION  

The 21st century digital revolution is nowadays producing 

numerous opportunities and threats, resulting from 

human-machine multimodal interaction in the new cyber-

physical mixed reality. This practically generates a 

different environment of living, working, communicating 

and finally - ‘digitizing’ the lifestyle as a whole [1]. 

The development of web technologies, from the other 

hand, has successfully shifted the human factor behaviour 

from a passive user of Web 1.0 to an active player in Web 

3.0. This active behaviour, jointly with Artificial 

Intelligence (AI) advancing and Internet of Things (IoT) 

concept integration boom, could bring, in the near future, 

a different social evolution dynamics. An assignment of 

more active role to autonomous Web 4.0 technologies 

with multiple output soft- and hardware effectors, instead 

of people only, have to be expected [2]. 

Meeting these progressive results in a suitable manner is 

quite a challenging task because it moves notions like: 

‘privacy’, ‘reliability’, ‘culture’ and ‘ethics’ on a new 

cyber-physical level of understanding. 

Concerning the human factor transformation in the 

upcoming digital reality, it will inevitably emerge novel, 

hybrid threats, posted in the present and future social 

resilience context [3], [4]. 

The paper initially outlines digital threats hybrid 

evolution perspectives in the new cyber-physical world, 

forming the modern mixed environment. A further 

practical approach for threats proactive exploration, using 

system analysis with results validation & verification, is 

also given for acheiving a comprehensivene outlook to the 

problem. 

2. EMERGING THREATS EVOLUTION 

The new security landscape, though difficult to be 

uniquely described, requires proper futuristic 

understanding. Adequately facing the new threats hybrid 

evolution from human - technologies clash is a rather 

challenging task. 

A graphical generalization in this context for year 2020, 

originating from an extended recent survey [5] among 

more than 400 representatives from academia, 

universities, defence community and industry is given in 

Figure 1. 

 

 

Figure 1: Expected digital society priorities, outlooks, 

challenges and attack vectors up to year 2020 

Several major conclusions could be drawn from the 

presented results for both human and technologies 

evolution perspectives: (i) Environment and Quality of 

Life – 52%, Business & Production – 25%, Education & 

Research – 15% are expected to be top priorities in the 
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next five years of the new digital era; (ii) Technological – 

35%, Economic – 30% and Social – 20% outlooks will be 

considered as the e-clash assets, generating cyber 

challenges towards: (iii) Privacy & Tech Addiction – 

35%, Information Overload – 30% and Virtual, 

Augmented & Real World Mixing – 20%, expected from 

several attack vectors: (iv) Privacy and Social 

Engineering – 40%, Malware & Targeted Attacks – 25%, 

Data Breaching & Espionage – 20%. 

3. A SYSTEM ANALYSIS PERSPECTIVE 

More detailed understanding of the outlined hybrid threats 

cyber-physical nature outlooks from Figure 1, is possible 

to be obtained with further system analysis 

implementation. 

In the present study interviews and expert opinions data 

were used. The gathering process was based on: 14 

nations during ‘Cyber Forum DESSERT B2S – S2B’, 

May, 2016 and 21 industrial companies, provided by 

Association of Communication & Information Specialists 

in the framework of ‘HEMUS 2016’ military exhibition 

and ‘Defend IT’, TeleGroup Workshop dedicated to IT 

Security, June, 2016. 

Input data was generalized in I-SCIP-SA v.2.0 software 

environment. The application is specifically designed for 

multiple problems system exploration, based on complex 

discrete systems, machine Entity-Relationship (E-R) 

representation, organized over a weighted graph [6]. 

The resulting classification of model entities is visualized 

in 3D Sensitivity Diagram (SD) in accordance with 

relations weights (defined as single or multiple array 

values and measured in percentages from the interval [0, 

1]): Influence – x (feed–forward), Dependence – y (feed–

backward) and their relation – Sensitivity – z.  

Four main sectors are defined in the 3D SD, following x 

and y values: buffering – green, active – red, passive – 

blue, critical – yellow. The model z values determine 

additional sub–classification of: active (z > = 0) and 

passive (z < 0) entities in every SD sector. 

  A graphical interpretation of future hybrid threats 

exploration model (a) and resulting analysis classification 

(b) in I-SCIP-SA, v.2.0 environment is depicted in Figure 

2. 

The system model is encompassing eight generalized 

entities, separated in two main parts: social (‘Political 

Governance’, ‘Social Dynamics’, ‘Non-State Actors’, 

‘Economic Changes’) and technological (‘Mixed Reality’, 

‘Advanced AI’, ‘Hypermedia’, ‘Critical Digital 

Infrastructure’ – CDI). 

The entities from Figure 2a are next classified, following 

the input expert data initial assumptions as follows: 

critical: ‘Political Governance’ – 2, ‘Economic Changes’ 

– 8, ‘Social Dynamics’ – 7; passive: ‘CDI’ – 6, 

‘Hypermedia’ – 4; active: ‘Non-State Actors’ – 1; 

buffering: ‘Mixed Reality’ – 3, ‘Advanced AI’ – 5. 

 

 
Figure 2: System model for future hybrid threats 

exploration (a) and resulting analysis 3D classification (b) 

in I-SCIP-SA, v.2.0 environment 

Generally the obtained initial classification is giving 

priority to social factors importance versus the 

technological ones. However, it should be clearly noted 

that these model entities classifications are just 

introductory and static ones. So, for achieving 

comprehensiveness they have to be studied further and in 

the dynamic context, giving the presented system model a 

real forecasting value. 

4. MACHINE VALIDATION 

Concerning the validation necessities of the system 

analysis results both time series dynamics implementation 

[7] and stochastic modelling [8] are applicable. 

The idea for system analysis studying, based on discrete 

approximation is generally providing a suitable approach 

for multiple scenarios evolution [4]. In this sense several 

good examples from the digital space, encompassing 

environment of living and sensors integration could be 

given [9], [10]. 

One of the major problems in this sense that have to be 

noted is connected to different speeds of dynamics that 

the real world entities (system variables) are generically 

interacting. This in fact is of significant importance in 

complex social systems proper modelling and thus for the 

new cyber-physical mixed reality exploration. A useful 

solution in this sense was proposed by Vester, using time 

delays [11]. 
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Another more complex problem is the system stability 

that is difficult to be directly assessed and forecast 

without algebraic model representation. Furthermore, the 

problem with system reliable control in non-stationary 

(chaotic) mode stays open. 

As far as real system models are usually both non-linear 

and non-stationary ones, a stochastic approach based on 

probability trends distribution expert assumption and 

further risk assessment, about system entities connectivity 

is presented. 

The idea behind is using Beta distributions that are a 

priori defined over model entities interconnectivities. This 

approach provides enough flexibility to easily implement 

prognosis of different shapes, similar to other popular 

social dynamics descriptions [12], modifying just alpha 

and beta parameters [13] of the curves families. 

A follow-up a posteriori probability assessment of entities 

interrelations’ risk is calculated implementing the 

stochastic approach with suitable parametric models [8]. 

An illustration example of practical machine validation in 

Matlab R2011b environment for ‘Hypermedia’ 

interrelations probabilistic risk assessment from the model 

of Figure 2a is given in Figure 3. 

 
 

Figure 3: Probabilistic validation for ‘Hypermedia’ a 

priori (a) and a posteriori (b) trends in future hybrid 

threats study model (see Figure 2a) 

What should be drawn as a conclusion of the proposed 

validation approach, based on stochastic simulation over 

the possible trends progress, are some difficulties for 

holistic system evolutionary assessment. 

Concerning the expert based E-R model input this 

problem could be further translated into a 

multidimensional exploration space. 

Following the system holistic nature principal 

assumption, this provides an opportunity for generalized 

measuring of the proposed E-R model system nature, 

using trends forecasting approach, similar to [7] but 

normally with some limitations that could be bypassed, 

following the proposed probabilities distributions 

implementation [8]. 

Finally, a practical mixed reality observation is added as a 

verification mechanism, providing an active role for the 

human factor future uncertain influence coping. 

5. RESULTS VERIFICATION  

The presented idea is attempting to extend the overall 

described concept for hybrid threats adequate coping in 

the new digital reality. The results verification is mainly 

giving a possibility for better prognosis exploration in a 

semi-real environment. The assumed practical 

implementation in this paper is using a mixed cyber-

physical reality (real, virtual & augmented ones 

combination) for interactive simulation with human-in-

the-loop extension. 

Different fictitious exercise scenarios are tested within 

this idea, using expected and unexpected event- driven 

exercise scripts and measuring, at the same time, trainees’ 

group selected psycho-physiological responses [14]. This 

practically provides an opportunity for future 

environments reliable exploration with the active role of 

the human factor.    

In general the concept is based on broader security 

problems exploration solid approach via Computer 

Assisted eXercises [15], [16] including the cyber space 

[5], [17]. 

Here it should be noted that more simplified approaches 

like: table-top exercises or other multirole high-level 

games are also applicable in support of the presented 

solution. They however lack the technological part and 

could be used only as preparatory ones. 

The main idea, encompassed in the present CAX based 

approach, was taken alive during the international Cyber 

Research Exercise – CYREX 2016, organized by Joint 

Training Simulation & Analysis Center at Plovdiv 

University ‘Paisii Hilendarski’ [18]. 

 

 

Figure 4: Organizational architecture (a) and selected 

moments (b) of international exercise CYREX 2016 
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The trainees were organized in Facebook closed group 

environment, connected with a mixed reality cyber-

physical polygon (encompassing: tablets, phablets, 

smartphones, i-pods, ultrabooks, laptops and desktop 

machines) interconnected via LAN (both cable and 

wireless) from a private router (used also for easy event 

log recording). 

Additional ad-hoc configured e-mail server accounts, 

SMS notifications and avatar Zoobe based messaging 

were implemented, together with Skype, Viber & 

Dropbox services. 

DDoS selected participants IP attacks, encryption of 

messages, malware sources, augmented QR codes 

realities extensions with hidden information were also 

used for complex social engineering simulation motivated 

with hacktivism and industrial espionage ideas. 

The participants (30 students, 20 years +/- 2, including 8 

observers from academia, industry and abroad from both 

Republic of Macedonia & IFIP scientific community) 

were practically organized for approximately three hours 

in five teams (see Fig. 4) as follows: 1 – ‘Motivators’ – 

‘White’ (a non-governmental organization ‘Digital Life’, 

trying to regulate the new digital society), 2 – 

‘Hacktivists’ – ‘Green’ (non-formal hackers group 

‘Omega’, fighting for justice in the digital space), 3 – 

‘Insiders’ – ‘Blue’ (a start-up company ‘Hope’ 

established by ‘Omega’ for corporate espionage), 4 – 

‘Investigators’ – ‘Red’ (a multinational cybercrime 

investigation and control organization ‘Hydra’) and 5 – 

‘Corporates’ – ‘Yellow’  (a multinational ‘Corporation 

Zet’ suspected in terrorism funding and criminal 

connections). 

The response times and impressions of all five teams were 

gathered individually (using router logs and self-reporting 

digital questionnaires) during and after the exercise. 

Several important facts and hypothesis were found and 

proved from CYREX 2016 successful conduction, 

regarding the future hybrid threats successful exploration: 

– A practical discovery of hypermedia important place in 

modern cyber-physical reality; 

– The progressing share of Critical Digital Infrastructure 

was also confirmed, facing multiple smart devices and 

web services for advanced communication in the near 

future; 

– Dual social dynamics and non-state actors’ significant 

roles, concerning criminal activities, terrorism & 

hacktivism, for the new challenges of the Advanced 

Persistent Threats (like: social engineering & espionage, 

see e.g. [19]) proper meeting. 

 

5. DISCUSSION 

The fast technological progress in the digital era is 

generating new, unstudied hybrid threats from both 

technological and human perspectives. This creates 

unforeseen possibilities for influencing human behaviour 

and emotions via the digital component that have to be 

expected in the next years. 

The presented methodological approach clearly refers to 

the indisputable necessity for comprehensive coping of 

the problem in the new and fast evolving cyber-physical 

mixed reality. 

Furthermore the described ideas could be extended from 

both validation & verification perspectives, implementing 

micro sensors data (from participants and environment) 

and more detailed cyberattacks models, including 

distributed computational powers and big data on-line 

analysis. 

This will provide an opportunity for using the digital 

environment both as a source and consumer of data, 

giving a possibility of better understanding the 

technological evolution in the new digital century. 
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Abstract: Users of motorized vehicles are continuously demanding new improvements that would further increase the 

efficiency,safety, and user friendliness, i.e., simplicity and pleasure of operating such vehicles. Computing and 

communication technologies have been major contributors driving and justifying these trends. Faced with the 

phenomena of the massive proliferation of computing micro systems as embedded components on board of modern 

motorized vehicles, we are forced to acknowledge the issue of security and reliability of such micro systems’ operation. 

We present here a brief historical overview of the automobile embedded computing development, we analyze the 

complexity of automobile computing, it’s I/O exposure to benign as well as malicious user interaction, the 

standardization of automobile computing networks and problems related to opening these networks to the Internet, i.e., 

the problems of internetworking these networks. In addition we present a unique model of the malicious attack surface 

that motorized vehicles may present on various levels of abstraction hierarchy.   

 

Keywords: Internet of Things (IoT), Security,In-Vehicle Networking (IVN), Privacy, V2V, Stuxnet. 

 

1. INTRODUCTION  

After several shocking road accidents, such as the tragic 

car crash in Paris (August 30, 1997) that claimed the lives 

of British Princess Diana and her friend Dodi Fayed [1] 

and the accident in California (June 18, 2013) where 

investigative journalist Michael Hastings died [2], the 

authors of  this paper and several of their coworkers have 

decided to devote more attention to the problems of road 

vehicle electronic security and the dangers of so called 

“Car Hacking.“This topic has attracted several groups of 

researchers and cyber security specialists [3-6],  as well as 

all of the car manufacturers worldwide. The importance 

of the topic is self evident.    

 

To be specific and to avoid dealing with all possible 

vehicles, (flying, floating and terrestrial vehicles), in our 

discussions we focus on the modern road vehicles, which 

are interchangeably referred to as land vehicles, 

motorized road vehicles, automobiles, autos or cars. 

Although inspired by unusual car accidents, we group 

cars, trucks and recreational vehicles (RVs) under one 

umbrella class of vehicles that we call road vehicles.     

 

It is well known that modern automobiles contain a 

significant number of electronic devices whose sole 

purpose is diverse measurement signal collection, control 

signal generation and signal transmission. Digital 

electronic devices found on board of road vehicles 

capable of performing various computation and 

communication activities are known as Electronic Control 

Units or ECUs [3]. To simplify our discussion, we assume 

that data input or sensor devices may also be included in 

the class of ECUs. Common modern automobile contains 

almost one hundred ECU devices, each dedicated to some 

electrical signal processing activity associated with a 

physical vehicle part that we may refer to as a vehicle 

Thing (vT). Each ECU presents an associated vT as a 

digital device. The ECU transforms the analog and 

possibly the non-electronic vT into a digital device that 

can compute and may be networked with other ECUs.   

For example, there is an ECU that “monitors” hand break 

or “opened door state” sensor. Some more sophisticated 

ECUs may be in charge of detecting ignition key presence 

and that the passenger is not in the car, producing a joint 

status signal that “instructs” another ECU in charge of 

preventing the car door lock from operating. Acar that 

would prevent a user from locking doors and exiting the 

car with the keys in the ignition, would appear as an 

intelligent or smart car.   

 

Figure 1 illustrates an example of the ECU attached to 

some vTs embedded in the physical road vehicle system 

labeled as the “Monitored & Controlled Plant.” Evidently, 
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Figure 1: CAN-LAN bus topology minimizes wiring 

complexity of fully connected LAN and simplifies 

individual device and ECU activity synchronization.  

 

once purely mechanical road vehicles have grown into 

mostly electrical and electronic devices. It may even be 

appropriate to look at the modern road vehicles as a 

network of computer hosts on wheels with network nodes 

loaded with millions of lines of code. 

 

Our approach to IoT systems (illustrated in Figure 1) with 

clear division of “Things” related plant and “Internet” 

related network technology represents original way of 

extending security of complex systems such as nuclear 

power plants or electric grids to IoT systems found on 

board of road vehicles or vehicles of any kind.    

 

ECU networks may be designed as single trunk or bridged 

local area networks that are commonly referred to in the 

literature as In-Vehicle Networks or IVNs. IVNs are as 

inevitable elements of today’s automobile as Local Area 

Networks (LANs) may be unavoidable in modern 

business offices. From the high-end to the lower classes 

of automobiles, IVNs are being expanded and rapidly 

developed aiming atthe increased vehicle intelligence that 

may eventually lead to fully autonomous or driverless 

road vehicles. Smart or intelligent vehicles with 

complexcomputing architectures and underlined software 

present a wide spectrum of possible security holes, i.e., 

attack vectors that can be exploited in malicious attacks.    

 

There are various architectures and implementations of 

the IVN in use today. We are still far from a unified 

standardized architecture accepted by all motorized 

vehicle manufacturers. Each of these networks operate 

under different specifications and provide different data 

transmission speeds (i.e., offers different transmission line 

bandwidths). As a result of this diversification, the 

application of IVNs may vary based on the data 

transmission speed requirements of the various vehicle 

components that they support. The most common 

networks that we may find in today’s vehicles are: 

 

 Controller Area Network (CAN) 

 Local Interconnect Network (LIN) 

 FlexRay 

 Media Oriented Systems Transport (MOST) 

 

CAN IVNs are used for basic device to device control, 

status and data message transmission, i.e., to facilitate 

medium speed link implementations, LIN IVNs are used 

for low-cost body electronics and lowest data-rate 

functions, FlexRay networks are convenient for safety 

critical tasks such as steering wheel and brake control 

message exchange, and MOST networks are high speed 

networks used for automobile infotainment systems.  

 

Each of the mentioned approaches to IVN implementation 

may have certain desirable features, but among all of 

them CAN dominates and may be found in almost every 

modern road vehicle. Due to the limited scope of this 

paper we shall briefly present only details of CAN and 

will leave discussion about the other types of IVNs for 

our future presentation.   

2. CAN IVN PROTOCOL 

Controller area network is a serial bus based local area 

network with L1 strict physical layer specifications [7] 

and strict L2 data link (DL) protocol specification [8][9] 

where L1 and L2 are the bottom two layers of the seven 

ISO-OSI model [10]. The CAN bus with signaling speeds 

of up to 1Mbps is used to establish links between ECUs 

or links between vehicle’s onboard computer with the 

sensors that monitor various vT’s. Figure 2 illustrates 

CAN bus node basic structure.  

 

The CAN protocol was developed in the mid 1980’s at 

Bosch for in-vehicle sensor networking. CAN has 

represented an important development step aimed at the 

reduction of the overall complexity and cost of the 

automobile electronic system.  Prior to the CAN, if a new 

feature had to be added to an automobile, it meant adding 

additional wiring to the overall mash of wires to connect 

up the new feature device in a point to point fully 

connected network topology. By using a serial bus, the 

need for point to point full connectivity cabling became 

unnecessary. Each device had to be simply attached to the 

CAN bus as a node utilizing standardized bus interface 

(See Figures 1 and 2). 

 

The CAN bus lines are made of two parallel twisted pair 

lines that are used in biased differential mode to backup 

each other and ensure data transmission in the event of 

one line failure [9]. Two wire-lines transmit opposite 

versions of the biased binary data pulse signal with one 

line called CANH high and the other CANL low line. The 

lines act as two lines of the differential signal 

transmission historically used for analog telephone voice 

signal transmission. When the CAN bus is in idle mode, 

both lines present bias voltage of 2.5V which makes line-

to-line difference of 0V. Any noise signal of the same 

level present on both lines produces 0V differential value 

which makes CAN bus Electro-Magnetic Interference 

(EMI) noise immune. When high data bit is being 

transmitted, the CANH goes to +3.75V and the CANL 

goes low to +1.25V, producing line to line signal level 

difference of 2.5V. For low data bit values signal levels 

are opposite [7].  

 

Differential nature of the CAN bus signaling, low 

signaling rates of under 1Mbps, and relatively short line 

length of less than 40m [8], makes the bus fairly robust. 
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In the electrically noisy environment under the hood of 

the road vehicles, this feature of the CAN bus makes it 

difficult to jam, i.e., perform an attack in the physical L1 

layer.  

 

Each node on the bus is connected to both lines and can 

use the bus rate in a half duplex mode, i.e., may send or 

receive data but not send and receive simultaneously. The 

nature of the CAN bus line set and signal format is 

important to an attacker that plans physical layer jamming 

attack.   

 

 
 

Figure 2: Simplified ISO-OSI relevant CAN bus node 

layered model. 

 

In the seven layer ISO-OSI [10] or four layer Internet 

architecture model [11][12], the lower end of the L2 Data 

Link (DL) layer is defined as Media Access Control 

(MAC) protocol.  CAN MAC layer is specified to operate 

like Ethernet Carrier Sense Multiple Access/Collision 

Detection (CSMA/CD) protocol. When the bus is idle 

(Carrier is not sensed), any node may start to transmit its 

data frame by sending start of frame (SOF) bit. If several 

nodes start transmitting their frames at the same time 

(Collision is detected) an arbitration process is started to 

control which node may transmit while the other nodes 

have to back off and delay their transmission (Perform 

multiple access). The bus arbitration process used in CAN 

protocol is CSMA/CD with Arbitration on Message 

Priority (AMP). The CAN bus MAC protocol is known as 

CSMA/CD+AMP. 

 

Each message data frame on the CAN bus has a unique 

ID that determines the identity of the sending node and 

the priority of the message. Priority based arbitration is 

used when two IVN nodes attempt to use the bus media at 

the same time. The message with the lower priority 

numerical value as higher priority message wins and the 

lower priority message is retransmitted on the next bus 

cycle. Priority based protocol of arbitration guarantees 

that critical ECU will get their messages in its real time. 

One of the attack exploits may target the priority 

arbitration protocol and delay the delivery of critical 

messages.    

 

CAN IVN broadcast nature has all messages that appear 

on the bus delivered to all IVN nodes. Individual nodes 

are filtering all non-relevant messages and are accepting 

only relevant data which are passed up the stack for 

processing in the application layer (See Figure 2). 

Apparently, CAN bus as a CAN-LAN core resource and 

central point of failure is possible to attack and overload 

via physically planted malicious bus node device or ECU. 

Such a node device is easy to build [13][14]. In a L1/L2 

Denial of Service (DoS) attack, remotely controlled 

malicious node may jam the bus with a flood of high 

priority rogue messages and prevent other vital 

operational messages from being transmitted. Defensive 

mechanisms that can be used to prevent physical addition 

of malicious CAN nodes are open for further research and 

development (R&D) work.   

 

The CAN protocol is completely implemented on board 

of the CAN controller. The protocol for data link control 

is standardized by the ISO 11898-1 [15] document while 

the Medium Access Unit (MAU) i.e., electrical line 

interface level of the CAN node is specified by the ISO 

11898-2/3 documents [16][17]. 

 

3.  CONNECTING VEHICLE TO THE 

OUTSIDE WORLD 

Modern automobiles are delivered with a number of data 

collecting sensors that may be classified into two major 

groups: 

 

 Vital engine monitoring sensors, and 

 Vehicle monitoring sensors of direct user 

interest.  

 

The second class of sensors would cover: Global 

Positioning System (GPS) vehicle location sensor, 

temperature, speed, braking system sensors such as the 

slippery road detection sub system, etc.  

 

Most of the sensors and the format of data that these 

sensors report are designed in a proprietary manner, to 

which we refer to as Original Equipment Manufacturer 

(OEM) design. Some of the data formats and datadelivery 

technologies are already standardized or are in the process 

of standardization. An example of a standardized service 

and data format is the GPS data delivery and presentation 

vehicle user service.       

 

On the higher levels, data are presented via: 

 

 User interface (UI) programs and devices, 

 Application communication protocols, or 

 API class or function library.  

 

For instance delivered music, video, Web browsing, road 

maps and traffic congestion reports data are presented via 

high level user services which has to be differentiated 

from the application program service such as Web or 

DNS service. Numerous user services have found their 

way into the vehicle by means of the IVN via Internet and 

IVN access points. The presence of such services and the 

need to have wireless Internet access point devices as 

IVN nodes has introduced  additional level of systems 
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complexity that has to be defended from malicious 

attacks.  

4. VEHICLE TO VEHICLE LINK SECURITY 

A vehicle-to-vehicle (V2V) communication protocol and 

vehicle subsystems used for cooperative collision 

anticipation and warning as well as V2V ad-hoc 

networking are being introduced during the last decade  

[18][19][20]. V2V ad-hoc networking as well as vehicle-

to-roadside (V2R) communications require establishment 

of wireless links and appropriate IVN access point node.  

Although promising to dramatically reduce road accidents 

via active safety mechanisms and promising to enable 

several new user level services, the opening of the IVN to 

wireless access over yet another link introduces a whole 

new attack vector and potential exploits. 

 

The IEEE 802.11p is an extension of the IEEE 802.11 

standard and was introduced to add wireless (WiFi) 

access in the band of 5.9GHz to IVN and specify links of 

short data frames needed for Intelligent Transportation 

Systems (ITS) sort of applications. Using the IEEE 

802.11p IVN compliant access point, vehicles are able to 

establish temporary links with nearby vehicles or roadside 

V2V supporting systems. Due to the short time to live 

(TTL) nature of V2V and V2R links and dynamically 

changing link end points, no authentication protocol is 

proposed by this standard.  A V2V link is established 

between two vehicles as soon as they are in range of each 

other. A warning may be issued to a vehicle user if a 

vehicle that may not be visible suddenly take some 

threatening action.  

 

This feature, while presenting great possibilities as it 

relates to safety, will also present challenges from a 

security standpoint. If we allow communication without 

authentication we may not be able to trust the data that is 

being delivered. Some of the possible solutions that could 

minimize problems caused by the missing authentication 

protocol could be as follows: 

 

1) Use application layer firewall that could filter data 

that are received via 802.11p standard link.   

2) Restrict physical actions caused by the data received 

via V2V link. For instance, actions could be 

audiovisual vehicle user warning and not command 

message sent to some important ECU and vT causing 

vehicle maneuver action on the user’s behalf 

3) Restrict V2V message delivery only to a specific 

IVN segment that does not cover any critical ECU 

set.  

These solutions could be applied to other V2V protocols 

that may be different from the 802.11p, (e.g., custom 

Bluetooth, Wi-Fi or cellular link).  

 

With the distance limitation to roughly 10m, Bluetooth 

protocol may be inconvenient for use in the attack 

exploits on the road. It is very hard to maintain short 

distance between the attacker and target vehicle in 

motion.  However, an attack could be pre launched at a 

target vehicle while being stationary by delivering 

malicious data payload that may be executed at some later 

point in time. 

 

WiFi links provide greater opportunity to execute an 

attack than Bluetooth links.  

 

Cellular telephony links have been proven to be 

vulnerable to attacks and should be voided in all V2V 

network based applications.  

 

The concept of vehicle to vehicle (V2V) communications 

with vehicles being linked directly with neighboring 

vehicles or indirectly via road side units assumes 

individual IVN exposure with all IVN ECUs attached to 

the potential malicious data traffic. Lotfi Ben Othmane at 

al.[20] has developed an estimations of the likelihoods of 

several security sorts of attacks aimed at V2V networked 

vehicles. Most of the analyzed vehicle attack exploits 

were found to be very unlikely. The survey showed that 

attacks on connected vehicles must be rapid, before being 

discovered or before the attack context would change, and 

be designed and executed by very sophisticated attackers 

with profound knowledge about the target.  

5. V2V PRIVACY ISSUES 

Vehicle to Vehicle (V2V) applications employ basic 

safety message (BSM) exchange between vehicles 

providing each other with additional safety data not 

delivered by the on board sensor networks. In order to 

minimize response time, by default design, BSM data is 

not encrypted. In order to provide data protection, BSM 

data packets are secured with a digital certificate which 

guarantees message authenticity, [21,22,23]. 

 

Since every digital certificate contains the owner’s 

identification data [24] illegal or unplanned access of the 

vehicle digital certificate may lead to the illegal private 

data exposure, i.e., invasion of privacy. The main privacy 

concerns can be summarized as:  

 

 Vehicle owner tracking – A study performed in 2009 

by PARC indicates that more than 5 percent of US 

citizens can be identified by the pair of data 

identifying their place of work and their residence 

address. Tracking unique vehicle digital certificate 

enables reliable determination of both of these 

dataitems. Apparently V2V technology enables 

tracking vehicle geographical location [25] which 

onetime may be desirable and another time may not 

be.   

 In traffic vehicle behavior tracking and automatic 

traffic violation citation distribution. Digital 

certificate could reinforce existing network of 

intersection monitoring CCTV camera networks and 

enable automated issuance of traffic violation 

citations. Such a facility would greatly increase local 

government revenue and as a deterrent improve 

traffic safety while outraging community of drivers. 

 

It is reasonable to expect that the vehicle owners 

community aware of being continuously tracked, would 

massively protest and possibly endanger the acceptance of 
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the useful and secure V2V technology based on the digital 

certificate. To avoid such a situation unique, global and 

permanent vehicle identification has to be abandoned and 

possibly replaced with the locally unique vehicle 

identification with the limited time to live (TTL) 

identification data record (also known as Personally 

Identifiable Information or PII).    

 

Some of the privacy protection methods may involve the 

following: 

 Preventing PII message wireless transmission Data 

such as vehicle owner’s name, id number, vehicle 

license plate, vehicle identification number (VIN) or 

similar should not be a part of any wireless link data 

frame.  

 Unique digital certificate should identify logical user, 

Logical user entity relevant to the user’s pass-code 

and not the user, i.e., user’s private identity data 

should be used in the digital certificates. Anonymous 

certificates where CA is not provided with the 

complete user’s data  

 Rotating digital certificate that dynamically is 

changing, e.g., user uses N certificates each week, 

rotating them so one certificate can’t be used to track 

a person or vehicle, protecting against the home/work 

pairings found in the PARC study. 

 

Necessary steps must be taken to preserve privacy of the 

vehicle owner while maintaining secure wireless V2V 

communication.  

6. STRUCTURED APPROACH TO VEHICLE 

SECURITY 

Some of the IVN networked ECUs are in charge of 

communications with the outside world as well as the 

internal ECUs. ECUs that are exposed to outside network 

access pose the biggest security risk to the vehicle and car 

users. Such ECUs permit internal IVN access that must be 

well controlled. The spectrum of exploits available to 

potential IVN intruder is determined by the additional 

layer of access control options in charge of individual 

ECU access. 

 

We propose a multilayered model of vehicle security 

maintenance based on the extension of the network 

perimeter concept.  

 

 
 

Figure 3: Elementary access control model. 

 

Our multilayer security control model is based on the 

multiple levels of access control mechanisms that start 

with the outmost control point represented by the physical 

car entry mechanism that may be direct key contact or 

wireless contactless based. We refer to this outmost 

access control as control AC0. Figures 3 and 4 illustrate 

the layout of access control points where the point AC1 

represents the vehicle ignition key. There are numerous 

personalized mechanisms that may be employed to 

implement AC0. From the ignition point on, at the 

lowerlayers of the access control hierarchy we find 

electronic devices communicating according to certain 

protocol specification. 

 

 

 
 

a) 

 

 
 

b) 

 

 
 

c) 

 

 
 

d) 

 

Figure 4:Multi level access control providing defense in 

depth layered protection of IVN ECUs. 

 

7. REMOTE ATTACK PATTERN 

By the classification of attacks (See [24]) on some 

protected resource, successful attack may result in: 

 The denial of resource service (DoS) to 

legitimate resource users, or 

 Illegal resource access and use. 

 

The DoS attack may be: 

 Hard DoS, with total destruction of the resource, 

or 
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 Soft DoS, resulting in reduced quality of 

resource service (QoS). 

 

Both sorts of DoS attacks on the vehicle in motion may be 

catastrophic for the vehicle user and other vehicles that 

may be consequentially involved. In one of the attack 

patterns secondary target vehicle acting as a zombie or 

proxy attacker vehicle, may be subjected to electronic 

hard DoS while performing physical hard DoS on the 

primary target vehicle. This sort of the two stage attackis 

possible with very sophisticated vehicles with optional 

V2V primary to secondary target communications. 

 

We distinguish two general sorts of the vehicle attacks: 

 

 Physical, and 

 Electronic or cyber attack.  

 

A simple example of a hard DoS physical attack is the 

case of a planted car bomb or the use of an 

improvised explosive device (IED) placed alongside the 

road. IED hard DoS attack presents the greatest threat to 

US troops deployed overseas.  An example of the soft 

physical DoS attack would be contamination of the 

gasoline or other vehicle liquids and sabotage on various 

vehicle physical parts, i.e., vTs. Common vT attacks 

involve vandalizing a vehicle, e.g., bycutting pneumatic 

hose or severing internal wire lines. In case of soft DoS 

attack, vehicle remains operational with suboptimal 

performance characteristics that may lead to total denial 

of vehicle service. Partial model of the vTs found in a 

common vehicle is shown in Figure 5. Our detailed model 

of the road vehicle is beyond the scope of this 

presentation and is not given here.  

 

 
 

Figure 5: Partial UML class diagram of a vT set found in 

the common road vehicle. 

 

Figure 5 shows distinguished set of critical vTs. Hard 

DoS on critical vTs may be tragic for the vehicle user. 

When an attacker desires to physically harm vehicle user, 

attack pattern has to involve critical vT set elements as 

favored targets.  

 

As a rule, malicious cyber-attacks of remote modern 

automobile goes through following stages: 

 

 Attacker establishes attack stepping stone device 

or IVN access point (AP). 

 Using the IVN AP attacker gains access to the 

IVN of a vehicle. 

 Attacker injects exploit message set into the IVN 

traffic stream. 

 Injected message data controls targeted ECU and 

the vT behind it. 

 

Primary subject of our work are problems of vehicle 

cyber attack of both, DoS and illegal access kinds via 

wireless link, i.e., remote cyber attacks.    

 

We classify attacks on any protected system (System 

employing access controls) as: 

 

 Front door, and 

 Backdoor attacks. 

 

Implementation of the protection of modern road vehicles 

is primarily focused on the access control at various user 

interface points in the vehicle cabin, (See Figure 6). The 

set of these user interface points forms physical front door 

of the system. Vehicle manufacturers offer variety of 

physical implementations of the physical front door 

access controls and penetration testers and hackers 

diligently work discovering new front door attack 

exploits.   

 
 

Figure 6: Partial UML class diagram of the vehicle cabin 

elements and implemented user interfaces. 

 

Installing an IVN AP device in the initial phase of the 

DoS attack, may involve preliminary front door or 

backdoor attack. Physical backdoor vehicle attacker 

avoids standard user interface points and may be 

performed in repair shops, parking garages, in the streets, 

etc.  Planting IVN AP (later to be used in the wireless 

cyber-attack), is equivalent to the initial steps taken with 

the 2010 first digital weapon use, known as the Stuxnet. 

We treat  the Stuxnet and DoS road vehicle cyber-attack 

as two isomorphic attacks. In our models, a set of road 

vehicle things or a set of nuclear power plant things are 

equally treated as monitored and controlled plant (See 

Figure 1).        

 

At the lowest level (physical level), electronic or cyber 

attack involves illegal use of ECU registers associated 

with some of the critical vTs. IVN ECUs appear precisely 

as I/O controllers attached to the computing host systems 

I/O bus. As specified in [24] all programmable I/O 

controllers, and consequently ECUs contain three sorts of 

registers: 
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 Read only status registers, 

 Write only command or instruction registers, and 

 Read/Write data registers.  

 

Assuming control of the targeted IVN ECU implies use of 

all three sorts of registers with particular focus on the 

ECU command registers. Denying access to that type of 

ECU registers to the unauthorized command message is 

ideal IVN protection mechanism. Unfortunately most of 

the modern IVN and ECN solutions do not implement 

ECN instruction register access control which is in its 

simplest possible form implemented in the modern 

Central Processing Units (CPUs).  Namely, the execution 

of the privileged CPU instruction must be accompanied 

by the appropriate privilege level flags or privilege ring 

code maintained in the Program Status Word (PSW) CPU 

register set [26].  Following this line of design reasoning, 

we propose that as the last perimeter of defense in depth 

IVN architecture, we have access control of each ECU 

command.  In his thesis [27], Rogers describe methods of 

possible circumventing privilege level control of certain 

CPU instructions. The work of Rogers proves that the 

incomplete protection is not possible in the simple binary 

session between the actor and the protected resource. The 

last two authors have explicitly defined the fundamental 

condition for secure session implementation [24] which 

clearly states in an axiomatic form that binary session 

cannot be made secure without a third session node. In 

other words the only ternary session may recursively 

guarantees security of the production binary session. To 

be specific, secure binary production session employs two 

security related meta-sessions involving production 

session nodes and third secure domain management node.  

In our future paper we propose a solution of secure access 

control of command messages at the IVN ECU instruction 

registers.         

 

8. DEFENDING ROAD VEHICLE IOT 

A network on board of road vehicles connects a set of vTs 

via ECUs acting as interface. The combined set of the vT 

and the associated ECU form computing thing that can be 

networked, a thing that constitutes anode on the vehicle 

based Internet of Things (IoT). Vehicle based IoT is one 

specific example of the IoT that significantly differs from 

the commonly found IoT. Fundamental difference in 

question is that: 

 

 Vehicle IoT devices have solid power source, 

 The lines interconnecting IoTs are not wireless but 

wire line based,  

 Justified by the absence of the fragile power sources 

and availability of funds to invest improving high 

price ticket item such as a road vehicle, computing 

power (CPU and memory) capacity does not have to 

be minimized.  

 IoT wire lines are robust and reliable 

 Data transmission rates do not have to be minimized        

 

Taking all of the above mentioned features, we may 

conclude that implementing security extensions of the 

vehicle IoT on any level of complexity should not be 

limited by the commonly found constraints in typical IoT 

networks such as wireless sensor networks.   

 

Practically every American carmaker now offers IVNs 

capable of communicating with the external world via 

wireless links using a cellular service, Wi-Fi links (e.g., 

General Motors’ OnStar, Toyota’s Safety Connect or 

Ford’s SYNC). All of the carmakers are actively engaged 

in the research and development of secure wireless 

vehicle IVN access solutions. Their engineers test their 

vehicles against wireless attacks. However, we must 

stress that the pace of mechanical vehicle engineering and 

computing technology evolution are significantly 

disproportionate. From the new vehicle design studio to 

the dealership sales floor, new model development and 

manufacturing may take on average up to four years [28]. 

At the same time new designs of sophisticated 

computerized cell telephones development with massive 

amount of new software features may be launched in less 

than a year. With such a vehicle mechanics to IVN 

computation development asymmetry, a car may be way 

behind the new digital developments that may include 

new, let us say zero day, malicious software tools and 

hacker’s exploits.  Apparently, motorized vehicles must 

be open to timely, i.e., frequent software patching, where 

frequent software patching opens new avenues of creative 

“car-hacking”.  

 

In order to engage as large as possible number of talented 

hardware and software specialists, we take a strong 

position that all road vehicle attacks must be urgently 

reported and widely advertised, i.e., must be open. Further 

research and development on the topic of secure timely 

vehicle network hardening is more than necessary.   

 

ECUs are located in various places throughout the car. 

ECUs controls almost every aspect of the modern 

automobile, they take input from sensors and provide 

output to actuators. ECUs are executing proprietary code 

on proprietary hardware micro architectures and as such 

are very hard to infect. Even though most of the ECUs are 

running firmware code that is hard to erase and replace by 

some viral code, a dedicated attacker will devote time to 

backward engineer sample devices preload infected 

firmware and physically replace the ECU on the IVN with 

the malicious version. Physically guarding road vehicle 

from the unauthorized physical access is essential in the 

overall security measure set. Malicious ECU, shown in 

Figure 3 c) and d) may be used to perform illegal accessto 

other ECUs on the IVN or to execute DoS sort of an 

attack on any element of the IVN including the IVN bus. 

9. CONCLUDING REMARKS 

Several cases of strange accidents that have resulted in the 

deaths of prominent public and media figures have 

inspired a series of conspiracy theories claiming that 

modern high end vehicles such as Mercedes-Benz 

automobiles (e.g., 280-S [1] or C250 coupe [2]) may be 

maliciously attacked using cyberspace technologies. One 

of the most shocking Mercedes-Benz vehicle accidents 

has caused Russian President Putin’s driver death [29]. In 

this tragic accident, Mercedes-Benz vehicle made a 
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similar maneuver to the one described in [1], crashed into 

a highway fence, crossed the fence and collided heads on 

with President Putin’s official BMW vehicle moving in 

the opposite direction. Conspiracy theorists could classify 

the last accident as the first case of hacking cars to be 

used as a guided weapon. Unusual sequence of deadly car 

accidents involving the most sophisticated vehicles such 

as those manufactured by the Mercedes-Benz, definitely 

justify extraordinary attention to the road vehicle security 

and avoidance of possibly exploiting V2V communication 

between the physically attacking and attacked vehicles.    

 

Since most of the original manufacturer’s ECU software 

defects are timely patched we focus not on the defense 

against zero day attacks based on legitimate software 

bugs, but on the spear attacks based on the planted illegal 

IVN AP. Upon systems analysis of the vehicle elements, 

our explicit proposal how to defend against cyber attacks 

even after successful IVN AP installation (Initial step in 

the Stuxnet [30] or vehicle DoS cyber attacks), is to 

implement register level access control (See Figure 4 d). 

Since the standardization of the internal ECU 

implementations is still in its relative infancy, any 

modification of the existing ECU design or introduction 

of the new line of controllers is feasible and financially 

justifiable. Following the strategic recommendations of 

defense in depth, in addition to the register level security 

measures we could work on solutions which would 

prevent illegal IVN AP installation, i.e., detection of IVN 

nodes that are not originally built in the factory. 

 

The scope of this text is practically limited. Under the 

given constraints, our presentation is focused on the most 

important elements of the topics of protecting road 

vehicles from cyber attacks. We leave additional details 

describing our work on structured approach to the security 

of the IoT networks embedded on board of motor vehicles 

for our future presentations.    
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Abstract: These days we are facing with expansion of off the shelf IoT solutions for SM@RT HOME. Recently, concept 

of SM@RT HOME has evolved from simple, separated, products for home automation into complex IoT systems for home 

monitoring, automation and security. Unfortunately, this rapid expansion was not followed by proper set of standards, 

especially in field of security and protection of system per se.   

This paper will take into consideration, and addressed some problems and open issues of personal security, and digital 

forensic challenges in that respect.  It will show a possible solution through implementation of risk management cycle 

strengthened by digital forensic enablers like logging systems.   

Finally paper will conclude that only proper level of awareness, accompanied by comprehensive advanced security 

intelligence concept can provide high level of personal security in SM@RT HOME environment. 
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standards  

 

 

1. INTRODUCTION 

Home was and still is much more than just an object for 

housing people, or place for living. Commonly, people 

will describe it as a nest, personal and family fortress, as 

a place where they can express themselves, but at the 

same time place where they are safe, secure and 

comfortable. They like to make it better, easier for day 

to day activities, modern, safe, secure, and comfortable, 

in order to improve life quality.  

For the sake of improving life quality at home, SM@RT 

HOME concept emerged as a combination of new 

Internet of Things (IoT), and traditional devices and 

services [1]. 

The very first step on the SM@RT HOME road map was 

paved, in cyber realm time scale, long time ago. First, 

simple, home automation technology, called X10, was 

developed in 1975. Since then, end user demands grows 

from simple automation and controlling tasks inside 

house to comprehensive house security, monitoring, 

control and automation inside house and remotely. 

Those demands, over the years, dictated developing of 

different technologies and product lines for every single 

demanded functionalities, and lastly to converged them 

into complex SM@RT HOME system.   

Paradoxically, even though lot of products was 

developed for home safety and security, those products 

does not implement proper level of security per se.  

In developing of other SM@RT HOME product lines, 

security is low ranked if it is considered at all.  

Those product are key carriers of our private 

information, and they have to have built-in support at 

least for identification, authentication and authorization 

(IAA), security audit, communication protection, and 

data encryption.  

Unfortunately, legislative branch did not address this 

field properly yet, too. For instance, in EU there is no 

censuses about SM@RT HOME systems, predomina-

ntly caused by different cultures, economies and 

understanding of so called information societies. That is 

main reason why there are no dedicated EU policies 

covers IoT and SM@RT HOME [2].  

Combination of those factors led us into the field of open 

opportunities for exploits SM@RT HOME system 

vulnerabilities in order to steal personal information, or 

to overtake monitoring and control over the home, and 

its inhabitants.  

This paper will argue that only holistic approach to 

SM@RT HOME implementation will reach the aim to 

make our homes smarter, and our lives more 

comfortable. It will show the necessity for both, proper 

level of awareness, and implementation of active 

advanced security measures to mitigate cyber threats.   

The paper is organized as follows: Section 2 gives the 

overview of SM@RT HOME concept evolution and 

expansion, Section 3 presenting security issues and 

mailto:ramo.sendelj@gmail.com
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emerging threats landscape, and Section 4 proposing 

solutions to mitigate existing and upcoming threats. 

Section 5 concludes the paper summarizing 

recommendations and key findings. 

2. EVOLUTION AND EXPANSION 

The first well known and well spread technology for 

home automation is X10. It was developed in United 

States by Pico Electronic in 1975. Until now it becomes 

well accepted for home automation with more then 

million units. 

 
Image 1:  X10 schematic [3] 

Recently, concept of SM@RT HOME has evolved from 

simple, separated, products for home automation into 

complex systems for home monitoring, automation and 

security. Today, we have a plenty of home automation 

and more advanced SM@RT HOME IoT products on 

the market. Some of them are regular industrial 

products, some of them are hobby and DIY kits. There 

are plenty of hobby platforms on the market [1, Chapter 

1.3] [4]. The most popular DIY platforms for building 

SM@RT HOME are ARDUIONO [5] and Raspberry Pi 

[6]. The most popular open source project are 

OpenHUB [7] and Home Assistant [8]. For internal 

communication between devices different protocols 

were developed over time, like C-BUS, EnOcean, 

Insteon, KNX, Thread, Universal Power Bus, X10, xPL, 

Zigbee and Z-Wave. Some of them utilised power lines, 

some twisted pairs, Ethernet, RF spectrum or infra-red. 

Computing power of those devices vary from no 

computing functionalities to powerful devices.  

 

 
Image 2: Modern SM@RT HOME system [9] 

We can say today’s SM@RT HOME is a melting pot of 

traditional real-time processing part of system: sensors, 

actuators, controllers, etc. and packet oriented part of 

system: most of IoT units and appliances, cameras, 

entertainment equipment, etc. of local Home Area 

Network and Wide Area Network, of local data, and 

cloud services and big data, and so on, like illustrated in 

images 2 and 3.  

 
Image 3: Overview of Smart Home and Converged Media 

Assets [10] 

From both images, 2 and 3, we can conclude that beside 

traditional automation equipment, IoT devices plays a 

big role in today’s SM@RT HOMEs. Proliferation of 

devices like wearables, smart thermostat, and similar 

devices bring IoT into our Home Area Network (HAN). 

Those devices for their communication and 

management function utilise same communication 

infrastructure like traditional IT equipment.  

In order to understand it better, we can split SM@RT 

HOME pot into ingredients and categorized them: 

- by functionalities into [10]: 

- Home automation and robotics: lightening, 

HVAC, smart home appliances (smart 

refrigerator, dishwasher, washing machine), 

home robots (various assets starting from 

vacuum cleaner, autonomous grass trimmers 

and so on)  

- Home monitoring and security: video 

surveillance, gas leakage and flooding 

detections, fire detection and autonomous 

firefighting systems, burglar and access control 

system 

- Health support systems, as autonomous or as a 

part of larger health care system: different 

monitoring devices, and devices that monitor, 
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control, and drive or correct human body 

functions 

- All other connected in home devices like: 

smart wearables, smart phones, tablets, 

computers, DVRs, receivers, set-top-boxes, 

streaming devices, game consoles, computers,  

and so on. 

- by type of connectivity:  

- Wired,  

- Wireless long range,  

- Wireless mid-range,  

- Wireless short range. 

- by interaction: 

- man 2 machine capable 

- machine 2 machine capable 

- hybrids 

- by presence in Home Area Network 

- Permanently presented 

- Roaming between Home Area Network and 

external networks. 

- by hardware (in [1], 2.1.2 Classes of IoT devices) on:  

- Constrained devices [11]:  

- class 0: simple sensors,  

- class 1: smart bulbs, smart locks, etc. 

- class 2: smart appliances and high-

end smart sensors 

- High-capacity devices such as smart 

hubs/gateways and smart TV-s etc. 

 

3. SECURITY ISSUES AND EMERGING 

THREATS  

When we are talking about security issues in general, 

network security is one of key issues targeting almost 

each application and system [12], aimed on preventing 

and monitoring  unauthorized access, misuse, 

modification, or denial of a computer network and 

network-accessible resources [13]. 

Many authors differently define key goals of network 

security [13] [14], while the following six goals are 

commonly used related to the topic of SM@RT HOME  

[15]: Confidentiality, Integrity, Availability, 

Authenticity, Authorization, Non repudiation; with 

definitions listed in Table 1.  

Table 1. Network Security goals 

Network 

security goal 

Definition/ description  

Confidentiality The assurance that “data will be 

disclosed only to authorized 

individuals or systems” [14] 

Integrity The assurance that data will stay 

as is (unchanged) over time on 

storage, in memory or in 

transition over networks. Any 

modification or destruction 

should be recognised and logged.  

Availability The assurance that network 

resources will be ready 

(available) for processing any 

authorised requests and blocking 

unauthorised requests (attacks).  

Authenticity The assurance that 

communication actors really are 

who they claim they are, and the 

packets send from each one really 

belong to him, and is really 

emitted from him.  

Authorization The assurance that requested 

access rights by actors are 

matching with his assigned rights.  

Non repudiation The assurance that no one can 

deny what has been found as 

evidence. 

Even the goals are clear, there is no unique approach to 

be applied for different systems and applications [16], 

and that is a reason why specific approaches and models 

shall be developed and applied. However, variety of 

factors should be considered [17]: architecture 

complexity, network topology, physical security, 

communication security, and lot more. 

SM@RT HOME complexity is obvious. It is a mix and 

match of different type of technologies, devices, 

appliances, interfaces and protocols. Even though this 

complexity is problem per se, some additional problems 

are identified: 

- Lack of open or industry standards to cover all 

aspects of SM@RT home. Despite the fact that lot 

of standards are developed, some guidelines and 

dedicated standards still missing, especially those 

who will cover security issues properly [10, page 

49]. 

- Vendors ether does not take a care about security, 

or make their own proprietary standards [1, Chapter 

3.2] 

- There are lot of cloud solutions for monitoring and 

control of our homes.  

- Policy makers still does not have a consensus about 

SM@RT HOME, so there is a lack of laws and 

policies [2] [1 Chapter 8.5]. 

- Very limited knowledge and security awareness of 

end-users [10, Conclusions].  

 

All those together are wide opened doors for personal 

security and digital forensic issues.  

When we have bad planned, implemented or/and 

configure system, then we are exposed to both known 

and zero-day attacks. Significant problem, in ill 

configured system, is that we have no knowledge about 

security breaches. Once, when we finally became aware 

of it, then there are no logs and evidence that can be used 

for digital forensic to help us to figure out what was 

happened, what we have to face with, and what is 

https://en.wikipedia.org/wiki/Unauthorized
https://en.wikipedia.org/wiki/Computer_network
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damage scale. Within more complex systems this is 

even harder.   

From a privacy aspect there are a lot of static (our first, 

last name, social security or identification number, data 

about credit card, day of birth, information about 

relatives, and everything else what was submitted 

somewhere or stored inside devices) and dynamic 

data(logs from devices or on-line collected data that 

represent our behaviour), stored inside our Home Area 

Network, or in connected cloud service that could be 

misused to make our digital profile (digital ID card), or 

to generate perfect ransomware  virus, to perform fraud, 

etc.   

Form a security aspect we are faced with additional 

serious problem, that SM@RT HOME can be used 

against us. Just imagine, possible, scenario when some 

hacker overtake control of our Home Area Network. 

Then he can monitor and read data from many different 

devices. By misusing our home monitoring and security 

system he can see what we are doing, when we are at 

home, how many of us, where we are inside home. So, 

he can track our habits and behaviours. Furthermore, he 

can take an action to lock up people inside, to change 

temperature, shut down ventilation system, close blinds, 

water, cut off power, and so on. As an extreme example, 

hacker can overtake control over our health care, and 

medical life support appliances and perform possible 

kinetic effect that will have direct implications to our 

life.   

In the literature, many researchers and organizations [1], 

[10], [12], [13], [14], [15], [16], [17], [18], [19], [20], 

[21], [23]  identified or/and addressed different kinds of 

potential threats and attacks for both, IoTs and SM@RT 

HOMEs. All agreed that identified issues having 

growing trends in recent time, and same forecast for 

upcoming period. Table 2 gives comprehensive view on 

security threats [10], possible attacks and scenarios [14] 

in relation to security goals previously defined in Table 

1. 

Table 2. SM@RT HOME security threats, possible 

attacks and scenarios 

Security 

threats 

Security Goals 

Compromised 

Possible 

attacks / 

scenarios 

Malware   
All Malware could 

be preloaded on 

device, or 

injected 

internally or 

externally.  

Botnets 

(abusing IoT 

components as 

botnet nodes 

and/or C2 

servers)  

Confidentiality  

Availability  

Authenticity  

Authorization 

Non repudiation 

Abused devices 

can attack other 

elements of 

SM@RT home, 

or could be 

abused for 

external attack.  

Identity theft  
Confidentiality 

Integrity 

Authenticity 

Authorization 

Non repudiation  

Social 

engineering  

Web based 

attacks   
Confidentiality 

Integrity 

Availability 

 

Spoofing 

DoS 

Information 

Disclosure 

Elevation of 

privileges … 

Physical 

theft/damage/ 

loss  

Confidentiality 

Integrity 

Availability  

 

Physical 

stealing, 

accidental 

damage, 

remote control 

action  

Phishing  
Confidentiality 

Authenticity 

Authorization 

Non repudiation  

By misusing 

using smart 

devices  

Insider threat  
All 

 

By physical 

presence or by 

utilising some 

air interface 

Information 

leakage   
Confidentiality 

Authenticity 

Authorization 

Non repudiation  

Apps and 

applets, ad-

ware software 

Web 

application 

attacks  

Confidentiality  

Availability  

Authenticity 

Authorization   

By utilizing 

unblocked 

ports 80/443 to 

pass through 

firewall 

 

4. PROPOSED SOLUTION 

Lot of researches related to IoT security had be done so 

far, but not so many exclusively to SM@RT HOME 

security.  

 

Bitdefender [18], Symantec [19], University of 

Michigan [20], and ENISA [1] [10] [21], for instance, 

took SM@RT HOME concept into consideration 

seriously, and published their research findings in 

research papers and periodic. In most cases, researches 

are focused on a few related issues, rarely to system 

overall.  

It is really hard to address all those security threats and 

challenges.  Only holistic approach to all aspects of 

SM@RT HOME, from design phase to the end of life 

cycle, can reach the aim to make our homes smarter, and 

our lives more comfortable, with simultaneously 

reduced risk of security breaches.   

To reach that aim some prerequisites have to be fulfil:  
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- All stakeholders has to be actively involved in 

process.  

- Policy makers and regulatory bodies has to change 

legal framework, and to adopt minimum 

requirements for standards, policies, guidelines etc.  

- Industry has to be much more engaged in security 

(in making and introducing open standards), not 

only in upgrading functionalities and advertising of 

their products. 

- Implementation and configuration has to be well 

explained as for dummies.  

- End users has to be much more educated to be 

aware of security threats and their impact to their 

privacy, data, health and so on. 

ISO/IEC 27001 [22] is good start in term of for risk 

management cycle. It covers planning an information 

security management system, risk assessment, and risk 

treatment.  Additionally, well balanced combination of 

awareness, enforced with digital forensic enablers, like 

loggers, NextGen Firewalls [23], and trusted relation 

system can bring SM@RT HOME security to much 

higher level.  

Unfortunately, most of SM@RT Home, and generally 

IoT industry argue there is no reason for implementation 

of advanced security in inexpensive products, like stated 

in [1].   They claim, that will raise up production costs 

and market price, and made products less affordable and 

less interesting. Furthermore, they still negate that IoT 

solutions including SM@RT HOME, are not targeted by 

hackers. 

Some end-users argue there is no necessity for security 

measures implementation in Home Area Network, they 

ask for simplicity over security. They are refusing to 

learn how to configure system; they just like to have 

simple plug-and-play-and-forgot equipment. Those 

people does not take a care about privacy and security, 

either because they have lack of awareness, or they does 

not accepting at all that they can be a target of cyber-

attack.  

5. CONCLUSION  

Even SM@RT HOME solutions are suddenly 

everywhere, security has been identified as important 

issue which is paying more attention by all, researchers, 

developers and native users. In this paper, we discussed 

SM@RT HOME solutions and identified key security 

issues, we also proposed key prerequisites to be fulfilled 

in developing new approaches and security models. 

In addition to that, we conducted a review of recent 

literature on already identified security threats and 

possible attacks directly violating key security goals and 

principles. However, balance between simplicity and 

security should be maintained. SM@RT HOME 

solutions have to be planned, implemented and 

configure with that in mind. Only with this holistic 

approach SM@RT HOME will reach the ultimate aim 

to make our homes smarter, and our lives more 

comfortable with keeping security on desire level.   
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Abstract: This paper presents an approach to multimodal biometric authentication using face and iris biometric traits. 

Having in mind that variety of devices, such as laptops, smartphones and tablets have a high quality camera built in, it is 

possible to obtain images of iris and face simultaneously. By combining geometric and photometric techniques, such as 

fiducial point localization and Gabor filtering, features are extracted and biometric templates are generated. Generated 

templates are further used to identify and authenticate the user on any device which he is allowed to use, thus replacing 

the standard username – password authentication scheme with a single camera shot. 
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1. INTRODUCTION  

According to ITU-T Y.2060 recommendation, Internet of 

things (IoT) is defined as a global infrastructure for the 

information society, enabling advanced services by 

interconnecting physical and virtual things based on 

existing and evolving interoperable information and 

communication technologies, while the thing is defined as 

an object of the physical world (physical things) or the 

information world (virtual things), which is capable of 

being identified and integrated into communication 

networks [1]. According to Gartner, Inc., 6.4 billion 

connected things will be in use in 2016, while 

approximately 20 billion devices on the IoT is expected in 

year 2020 [2]. 

Most of the criticism and controversies regarding IoT are 

related to privacy, autonomy, control and security of 

things. Variety of researchers have explored these areas, 

and many interesting results are reported in a literature. As 

an example, a report that states that the privacy of 

households using smart home devices could be 

compromised by analysing network traffic [3] is a bit 

spooky. Perera et al. have identified user consent, freedom 

of choice and anonymity as major privacy challenges in the 

IoT domain [4], which led to Privacy by Design principle 

being enforced in some applications, such as British 

Government smart metering program. 

So where does the biometry fit in the IoT? It fits as a 

technology that can remove certain privacy and security 

issues off from some devices. Biometrics is defined as the 

science of establishing the identity of an individual based 

on physical, chemical or behavioural attributes of the 

person [5]. Due to distinctive nature of biometric traits and 

non-repudiation it offers, biometrics is frequently used to 

enhance the overall security of the system it is 

implemented in [6]. Biometric authentication offers the 

ease and convenience users want and the verification 

enterprises and manufacturers require for IoT because it is 

able to verify the true identity of the user. There are various 

industries in which biometrics can be integrated, ranging 

from smart homes, to the automotive industry, banking, 

and healthcare. According to Gartner, Inc., 30% of 

organizations will use biometric authentication for mobile 

devices by year 2016, while biometric sensors, such as 

premise security entry consoles, will total at least 500 

million IoT connections in year 2018 [7]. Acuity Market 

Intelligence forecasts that within three years, biometrics 

will become a standard feature on smartphones as well as 

other mobile devices [8].  

2. PROPOSED AUTHENTICATION SCHEME 

Two most common authentication methods are single-

factor passwords or PINs and multi-factor authentication, 

such as a card combined with a PIN. Both having their 

drawbacks, such as loosing cards or forgetting passwords 

made a clean path for biometrics to emerge as a new way 

of granting physical or logical access securely and 

conveniently. Biometrics can provide both single-factor 

and multi-factor authentication, and, having that said, one 

can differentiate two types of biometric systems: unimodal 

and multimodal. Unimodal systems employ single 

biometric sample, such as face or fingerprint. Multimodal 
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systems employ two or more modalities belonging to a 

same person, such as face and fingerprint. Many consider 

unimodal biometrics still not to be secure enough because 

of the limitations in biometric technology or using low cost 

sensors. Employing two or more modalities increases 

recognition accuracy, strengthens the proof [9], and 

reduces false rejection rates (FRR) and false acceptance 

rates (FAR). Multimodal biometric systems are based on 

information fusion that can be performed on several levels, 

typically at feature, match score or decision level. 

Alternative approach to multimodal biometrics is 

presented in this paper: it is the replacement of typical 

username – password authentication method with two 

different biometric samples belonging to the same 

individual. For example, a user’s face can be captured by a 

camera and by using Principal Component Analysis his 

identity can be determined. This equals providing a 

username to a system. Once identified, a user provides a 

fingerprint to a sensor and a system verifies the generated 

template with one stored in the database belonging to that 

user. This equals verifying a password that user have 

provided to a system. If user is successfully identified and 

verified, access is granted. With high quality cameras 

available on many devices, two biometric samples can be 

captured simultaneously: face and iris. The system 

presented in this paper is based on aforementioned 

authentication scheme and employs face and iris samples 

captured by a high quality camera. The efficiency of 

proposed approach is experimentally evaluated using 

CASIA databases, collected by the Chinese Academy of 

Sciences' Institute of Automation [10].  

3. IMPLEMENTATION: FACE AND IRIS 

The proposed authentication scheme employs two images 

obtained by a single high quality camera. The image of the 

face is used to identify the user and the image of the iris is 

further used to verify the identity. 

Face recognition is convenient, non-intrusive 

authentication method. There are various feature extraction 

methods reported in the literature and, roughly, they can be 

classified either as geometric or photometric approaches. 

Geometric approaches are based on developing the model 

based on geometric distances between fiducial points, 

while the photometric approaches are based on extracted 

statistical values [11]. Before the face features are 

extracted, input image is pre-processed. Pre-processing 

steps include image size normalization, background 

removal (region of interest selection), translation and 

rotational normalizations and illumination normalization. 

Normalization increases system robustness against 

posture, facial expression and illumination. Pre-processing 

is crucial as the robustness of a face recognition system 

greatly depends on it. The photometric normalization 

techniques used in this research are described in [12]. 

Gabor wavelets based feature extraction technique is 

reported to provide good results [13] and according to that 

is used in this research. Let (x, y) specify the position of a 

light impulse in the visual field, let θ denote the orientation 

of the filter and λ, σ, γ, and φ denote the parameters of the 

wavelet (wavelength, Gaussian radius, aspect ratio and 

phase, respectively). A family of family of two-

dimensional Gabor kernels [14] is used:  
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The same values that have been reported in [15] are used 

in this research: orientation θ ranging from 0 to 7π/8 with 

a step of π/8, wavelength λ={4, 4√2, 8, 8√2, 16}, phase 

φ={0, π/2}, Gaussian radius σ equal to wavelength and 

aspect ratio γ=1.  

A set of Gabor filters is used with 5 spatial frequencies and 

8 distinct orientations, resulting in 40 different Gabor 

filters. Filter responses are obtained by convolving these 

filters with a simple face image, and these representations 

display desirable locality and orientation performance. 

When Gabor filters are applied to each pixel of the image, 

the filtered vector is high dimensional, which further leads 

to very large computational and storage costs. This 

problem can be solved without degrading overall 

robustness by obtaining Gabor features only at ten 

extracted fiducial points: three on each eye, two on the lips 

and two on the nose, as shown on Image 2. Fiducial points 

are extracted by analysis of the chrominance components 

in the YCbCr colour space: as an example, eyes present 

high values of Cb and small values of Cr component [16], 

while the geometric points of nose and mouth are extracted 

using Sobel filter [17]. 

 

 

Image 1: Fiducial points that Gabor features are obtained 

on   

 

Each fiducial point will be represented by a Jet vector of n 

components, where n denotes the number of filters. Having 

that said, face is represented by a feature vector containing 

10n real coefficients. 

The face recognition process employs multi-layer 

perceptrons (MLPs). The system employs as many neural 

networks as much persons we want to identify (see Image 
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2). Inputs to the each network are Gabor coefficients and 

distances between fiducial points: the distance between the 

centres of the eyes, the distance between two eyes, width 

and height of nose, width of mouth and the distance 

between nose and mouth. Each network is trained by 

different samples of the same person obtained by rotation, 

translation and variation of the lighting and sufficient 

number of information about different persons. During the 

identification phase, only one network is allowed to 

identify the person – output neuron of only one network is 

allowed to have the positive value. If two or more networks 

provide positive outputs, the person is considered as not 

identified and the system repeats the recognition operation. 

 

 

Image 2: Set of neural networks for face recognition  

 

Once the user is identified via neural network face 

recognition, the system verifies the user by matching the 

generated iris template with the one stored in the database 

belonging to that user. 

Iris is as first roughly localized from the obtained image in 

the YCbCr colour space [16] and further pre-processed. 

Once converted to grayscale, the outer radius of iris 

patterns and pupils are localized with Hough transform that 

involves a canny edge detector to generate an edge map. A 

poorly localized iris will result in unsuccessful 

segmentation and incorrectly generated biometric template 

– iris code. Hugh transform identifies positions of circles 

and ellipses [18]. It locates contours in an n-dimensional 

space by examining whether they lie on curves of a 

specified shape. Localization process is presented by 

Image 3. 

Once an iris image is localized, regions of interests are 

defined and it is transformed into fixed-size rectangular 

image. The normalization process employs Daugman's 

rubber sheet model that remaps the iris image I(x, y) from 

Cartesian (x, y) to polar coordinates (r, θ) [19]: 

      , , , ,I x r y r I r    (4) 

Parameter r is on the interval [0, 1] and θ is the angle [0, 

2π]. If iris and pupil boundary points along θ are denoted 

by (xi, yi) and (xp, yp), respectively, the transformation is 

performed according to equations (2) and (3):  

       , 1
p i

x r r x x      (5) 

       , 1
p i

y r r y y      (6) 

The rubber sheet model does not compensate rotational 

inconsistencies. However it produces a normalized 

representation with constant dimensions (see Image 4) set 

by angular and radial resolution by taking pupil dilation 

size inconsistencies into the account [20].  

 

 

Image 3: Localized iris 

 

 

Image 4: Normalized iris 

 

There is a variety of iris feature extraction methods 

reported in the literature, such as Gabor filtering, log-

Gabor filtering, zero-crossings of 1-D wavelets and Haar 

encoding (wavelet method). 1-D log-Gabor filtering is 

validated as suitable iris feature extraction method in 

various researches by other authors. A normalized image is 

broken into a number of 1-D signals that are convolved 

with 1-D Gabor wavelets. Let f0 denote centre frequency, 

and σ the bandwidth of the filter. The frequency response 

of 1-D log-Gabor filter [21] is given by:  
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Phase quantization is applied to four levels on filtering 

outputs (each filter produces two bits of data for each 

phasor) and the quantized phase data is used to encode an 

iris pattern into a bit-wise biometric template. The number 

of bits in the biometric template depends on angular and 

radial resolution and the number of used filters. Biometric 

template size used in this research is 9600 bits. 
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Iris biometric template is generated for each user in the 

enrolment phase, after training the neural network for face 

recognition. During the authentication, after successful 

used identification via face recognition, captured iris image 

is used to create iris code and measure Hamming distance 

with the one stored in the database belonging to that user. 

Let n denote the number of bits in the iris codes x and y of 

equal length and nd(x,y) denote number of positions at 

which the corresponding bits are different. Hamming 

distance is given by:  

 
 ,

,
d

n x y
d x y

n
  (7) 

A match is considered to be perfect if d=0, while random 

strings are expected to provide a distance d=0.5. For iris 

codes, identical irises are expected to provide Hamming 

distance d=0.08, while verification is considered to be 

successful for values d<0.32.  

4. EXPERIMENTAL EVALUATION 

Performance of the proposed solution is experimentally 

evaluated using MATLAB R2016a (feature extraction and 

neural networks) and Python 2.7 (iris matching and 

scripting). As this research does not deal with image 

capturing hardware, CASIA-IrisV4 and CASIA-FaceV5 

databases are used to evaluate the performance of the 

proposed authentication scheme. 50 randomly chosen 

subjects were used from CASIA-FaceV5 and each subject 

was accompanied with a randomly chosen subject from 

CASIA-IrisV4 Interval database. 

The first step of the experiment is training the neural 

networks for face recognition. 50 MLP neural networks 

were trained with the 60% of the database subset used as a 

training set and remaining 40% as a testing set. 

Experimental results for different number of filters and 

accompanying orientations are given in the Table 1. 

Table 1: Average face recognition rates  

Wavelets Orientations Accuracy 

5 θ = {0} 98.2% 

10 θ = {0, π/8, 7π/8} 98.7% 

15 θ = {0, π/4, π/2} 99.1% 

20 θ = {0, π/4, π/2, 3π/4} 99.4% 

25 θ = {0, π/8, π/4, π/2, 3π/4} 99.6% 

 

As Gabor wavelets represent feature points in special 

frequency at different orientations, it was expected that the 

MLP recognition rates will increase with the number of 

Gabor wavelets, which is proven with the results presented 

in Table 1. With 15 or more Gabor wavelets, recognition 

accuracy is over 99% and is considered to be satisfactory. 

One should note that if MLP is trained only with geometric 

distances as inputs, it provides significantly lower 

recognition accuracy. As an example, recognition accuracy 

ranging between 79.7% and 84.2% is reported in [22] if 

geometric distances only are used with neural networks. 

The next step in the experiment is verification of the iris. 

For each successful face recognition attempt a set of 5 

irises belonging to that person and a set of 5 irises 

belonging to a randomly selected imposter was provided to 

iris matcher. This allowed us to measure overall accuracy 

as well as FRR rates (the percentage of valid inputs which 

are incorrectly rejected). Experimental results are given in 

Table 2 and graphically presented on Images 5 and 6.  

Table 2: Overall system accuracy and FRR  

Wavelets Accuracy FRR 

5 97.5% 2.4% 

10 97.9% ~2% 

15 98.3% 1.6% 

20 98.7% ~1% 

25 99.1% 0.8% 

 

 

Image 5: Overall system accuracy 

 

 

Image 6: Overall system false rejection rates 

 

According to the experimental results we can conclude that 

the system which operates with face recognition that 

employs 25 wavelets and iris verification module based on 

9600 bit iris code and d<0.32 Hamming distance provides 

99.1% accuracy and less than 1% false rejection rate. To 

put it in the simple words, one in a hundred genuine 

authentication attempts is rejected. Regarding false 

acceptance rate, it is virtually set to zero as system employs 

face recognition system that is very hard for imposter to 
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trick as it employs both geometric and photometric 

features. Even if an imposter somehow manages to bypass 

face recognition (for example, an identical twin may 

somehow manage to do so), a single shot that captures the 

image will also capture the iris. And iris verification is very 

hard for an imposter to trick, as this biological trait is 

considered as one that distinguishes individuals with 

highest precision. For example, even a twin could not do 

so, as irises of identical twins differ as much as irises of 

unrelated persons due to a chaotic colour pattern in the eye 

and high degree of randomness iris possesses. 

5. CONCLUSION  

Various commercial products regarding biometrics and 

IoT exist on the market. For example, HYPR-2 enables one 

to secure any device with fingerprint, voice, face and eye 

recognition. Some solutions extend decentralized 

biometric authentication down to the firmware level, thus 

securely transforming smart things into biometric things. 

However, to the best of our knowledge, no commercial 

products employ multimodal biometrics in a way as it is 

described in this paper. The proposed solution is not 

computationally expensive, and does not require tons of 

storage space. Only one high quality camera is required on 

the device, and nowdays it can be found on most of 

smartphones and mobile devices (such as Samsung Galaxy 

S7 Edge) and users are further allowed to identify 

themselves and verify the identity using one shot. The only 

drawback of the proposed solution is the acceptability of 

iris biometrics and privacy concerns on stored templates. 

Further work will be focused on additional security 

countermeasures, such as implementing cancellable 

biometrics in this authentication scheme, which will 

preserve the privacy of stored biometric templates. 

Additionally, authors are about to explore different face 

recognition methods and see if any of them can improve 

overall accuracy and reduce processing and storage costs. 
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Abstract: In recent years Android operating system, being installed on huge numbers of smartphones, tablets and other 

devices, had a breakthrough on the market. Following that success, the need to recover and analyze data from Android 

OS, became important part of mobile forensics.  Consequently, many commercial and open-source mobile forensic tools 

became available for forensics investigators. The subject of this paper is to present open source-free tools and to 

illustrate how to forensically recover data from Android based devices. 

Keywords: Android OS, forensics, data acquisition, open source forensic tools. 

1. INTRODUCTION 

Advancement of mobile phones came along with the 

technological expansion of the 21st century. There has 

been a substantial increase of production, development 

and use of smartphone devices in recent years [1]. 

Consequently, Google’s Android operating system is in 

the lead when compared to the competition: in 2015 

Android operating system’s market share has risen to 

81.2%, while the competing systems like IOs, Windows 

and others took up 15,8%, 2,2% and 0.8% respectively 

[2]. Given that smartphones are used to exchange 

messages, emails, photos, etc. and that the considerable 

amount of data stored on them could be acquired and 

analyzed, forensics of mobile devices became a 

substantial segment of digital forensics in general.  

Mobile phones are frequently used in criminal activities, 

so the law enforcement services consider them to be a 

significant source of evidence. The Boston Marathon 

bombing [3], uncovering of a child prostitution ring [4], 

attempt of bomb attack on Times Square in New York [5] 

and similar cases are just a few of numerous examples of 

mobile forensics and Android forensics used to 

investigate criminal activities.  

 

The market offers some commercial programs that could 

be used to carry out a part of the forensic process related 

to the acquisition and analysis of the data from Android 

mobile devices. In spite of that, there is also a vast 

number of the open source tools that could be used to 

carry out certain forensic tasks. The hypothesis we set for 

this research is that the combination of various open 

source tools could be used to acquire a certain amount of 

data from Android devices, which, when analyzed, could 

be used as valid evidence in court of justice. Using these 

tools would cut down the expenses of buying the 

commercial software and enable forensic scientists to gain 

additional insights into Android forensics given that open 

source solutions require “step-by-step” approach. 

 

In this paper we elaborate on one of the models of the 

forensic process and then we offer the framework of a 

possible realization for the part of the forensic process 

that is related to data acquisition and analysis. Having this 

framework in mind, concrete open source tools were used 

to retrieve certain data from the tested mobile device. The 

retrieved data was then processed in the adequate 

programs. 

 

Limitations of this research relate primarily to the fact 

that just one model of the phone with the Android 

operating system installed was tested. This limitation also 

reflects one of the greatest challenges mobile phone 

forensics faces: multitude of mobile phone models, 

operating systems and their versions on the market. Also 

we have only focused on some data we considered 

important (sms messages, call logs, emails…), so we 

haven’t explored all of the potential of given open source 

tools. 

 

We cannot safely claim that the given data could be used 

as valid evidence in court of justice given that this largely 

depends both on legislation of the country where a trial is 

conducted and the concrete forensic process. 

 

Regardless of the limitations, some of the tools examined 

could be used in the actual forensic processes and they 

would be applicable to all the versions of Android and 

some other operating systems. 

2. METHODOLOGY OF THE FORENSIC 

PROCESS  

Forensic investigation on mobile devices comprises of the 

procedures which are defined by the phases that should be 

completed in order to round out the forensic process. It 

could be stated that there are no univesally accepted 

procedures, so they vary depending on the author’s 

preference. Consequently, different methodologies of the 

forensic process have developed over the years. 

In 2011 the group of scientists developed one of the all-

encompassing models which also proved to function 

excellent in practice. This model, is known as SRDIFM 

(Systematic digital forensic investigation model) [6]. 

During the preparation phase the investigator gets 

familiar with the case and makes proper preparations. 

Following the preparation phase is securing the scene, 

then survey and recognition which imply making the 

initial plan as to how to collect and analyze the data. 

Documentation of scene phase comprises of making a 
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sketch map of investigated area and documenting all of 

the electronic devices on site, including the device itself 

with its equipment. Once this phase is completed, it is 

necessary to do communication shielding, i.e. to prevent 

the device from connecting to any mobile network, WiFi, 

etc. RF isolation, Faraday shielding, cellular jammers, 

which is followed by collection of all the available 

evidence. It is recommended to connect the device to the 

charger immediately. Once evidence is collected, it 

should be preserved and transported for further analysis. 

Collected evidence is examined in the way that analysis 

and filtering are performed. In addition to that, integrity 

of the data should be secured. During the analysis phase 

the results obtained in the previous phases are used to 

perform a thorough technical review of the evidence. This 

phase also sees use of the techniques more advanced than 

those used in the research phase. This level also implies 

the analysis of the hidden data, file recovery as well as 

file decryption. All the results obtained must be 

documented in order to complete the final report which 

sums up the entire process in the presentation phase. 

Finally, the results obtained are publicly shown [6] [7]. 

Reliability of the data depends directly on the 

methodology of the forensic process. Leaving any of the 

phases out during the investigation results in unreliable 

digital evidence which will not be valid in court of justice. 

As we have already stated before, there is no universal 

standard of the forensic process on mobile devices. It is 

up to a forensics scientist which model he will use and 

apply during the investigation.  In this paper we will focus 

on the phases of research and analysis, i.e. we will explain 

ways of taking certain data from a confiscated device 

which is considered as evidence, as well as ways of 

processing the data in adequate programs thus making 

them usable for further presentation. 

3. DATA ACQUISITION 

Completing a forensic process requires preparation of the 

proper work environment. For that purpose one must own 

a personal computer of the adequate performances that is 

free from malicious programs and which has installed a 

software needed for the forensic work. Some of the 

programs needed are Android studio i Android Software 

Development Kit (SDK), mobile device drivers and tools 

for the work of the forensics scientist. It is recommended 

to use the original cables of the device on which we 

perform acquisition to connect it to the computer.  

Depending on the possibilities, several methods of 

acquisition could be used. The first, and the simplest one 

is the manual acquisition in which the investigator 

searches the menu of the phone and examines the files 

that are accessible in user interface thus collecting data. 

Limitation of this method is that the investigator only 

acesses the data visible through user interface. The second 

method, called logical acquisition is performed by 

exstracting data from te file systems which are  visible on 

logical store of the mobile device. This method usually 

does not allow recovery of the data erased, or allows it to 

a limited extent. Physical acquisition is the most detailed 

and the most complete type of file exstraction since it 

implies making a copy of the entire memory content [8]. 

Data obtained using these methods are often in form of 

unprocessed data and after the extraction is complete, 

several actions are performed in order to obtain 

information which is understandable and readable. 

Further investigation is done using the copy of the data 

which are obtained by acquisition, thus securing the 

integrity of the original data on the mobile device. 

Copies of the taken data will be processed in an adequate 

forensic program. Data we aim to obtain are general 

phone data, contacts, call logs, sms messages, internet 

search history, social network applictions (skype, viber, 

facebook) data, email messages, photos, video recordings, 

etc. 

Files obtained by using these methods are then processed 

in programs that extract useful data for further analysis. 

4. PRACTICAL ASPECT FRAMEWORK 

The first step, as we have already stated, is to form a 

forensic work station and to install the required programs 

that are to be used during the data acquisition and 

processing.  Following that is identification of the 

adequate cable to connect the device to the PC work 

station, then installation of the drivers for the mobile 

device which is the object of investigation. There is 

always a possibility that the Android version was changed 

or modified by the manufacturer, so it is highly 

recommended to download the drivers directly from their 

website. Once the adequate drivers and the cable are 

provided, the Android device is connected to the work 

station. While setting a connection up, the mobile device 

itself offers the options for the type of protocol it will use 

to communicate with the PC work unit. The latest models 

of Android use either Media Transfer Protocol (MTP) or 

Picture Transfer Protocol (PTP). 

One of the challenges that could be faced during the 

extraction of data is how to unlock the phone protected by 

the PIN code or some other kind of protection. There is no 

such thing as the universal method of going around these 

protections. As is the case with majority of mobile 

phones, the protection related data is stored on logical 

locations and they can be taken over using the pull 

command, and then extracting the protection related data 

from the downloaded files [9].  

 Any further work requires Android Debugging Bridge 

(ADB) which is installed within Android Studio and 

Android SDK. If ADB is to work, we need to select the 

option USB Debugging on the mobile device thus 

enabling it to communicate with the PC. This option is 

usually found within Settings-Developer options in the 

phone menu. 

Once the Android phone is successfully connected to the 

PC, ADB is started and the command adb.exe. devices or 

adb devices enables us to find out if the device is properly 

connected. The possible statuses we get after the given 

command is issued: offline – the device is not properly 

connected, i.e. there is a problem in communication, 

device- the device is properly connected and no device 

which means that device is not connected to the PC [10]. 

 Once we set the connection up, the extraction of data 

from the Android device could be started. Adb shell 
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command enables us to access the Android shell further 

manipulation of the device.  It is recommended to provide 

root access to the phone if possible. Further work requires 

the knowledge of the basic commands-functionalities that 

would be used. Some of the commands needed are: 

adb pull – used for transfer of files from the mobile 

device to the forensic station – PC. It is important to note 

that the access to the majority of important files requires 

root privileges [11] [12].  

dd – this command is used to make a bit-by-bit  copy of 

the device, i.e. for the physical acquisition of data. Copied 

data is transferred to a separate SD card which is 

forensically clean. If we try to copy the files to the 

existing SD card in the phone we will make changes to 

the original data. Upon creating a file –data.img with the 

copy of the data in the card, we can transfer it to to the PC 

by using the pull command or taking the card out and 

inserting it into work station. If we don’t have a 

forensically clean SD card, the file could be directly 

transferred to the PC while its being created. This is done 

by using netcat and nandump programs [13]. 

Once the copy of data from a mobile phone is created, the 

data is processed using various programs. For this 

purpose the program Autopsy, which is considered to be 

one of the standard programs when it comes to data 

analysis, could be used. There are also other options such 

as SQLite browser, SQLite forensic explorer etc. There 

are also open source solutions which automatize the 

process and perform the complete acquisition and 

analysis. One of these programs is NowSecure Forensics 

Community Soluttion.  

5. THE RESEARCH 

For the purposes of this research we used the phone  

Alcatel One Touch 6012x with Android version 4.2.2 

(Jelly Bean). The working station is a laptop Dell Inspiron 

15, 4 GB RAM, 32-bit Operating System, Intel Pentium 

3558U, with Windows 7, SP 1 installed on it. 

A. Connecting To The Android Device 

We connected the device with the original cable to the 

laptop and then turned on USB Debugging option. Given 

that this option was not available in the Settings menu, we 

turned it on by clicking several times on the option Build 

number in the Settings-Abut phone menu. That gave us 

access to the Developer menu and the option USB 

Debugging became available. 

Once activating the option, we started the adb program to 

check whether the Alcatel had proper communication 

with the laptop. Since the device was connected, the 

command and the response were as follows: 

 
C:\Program Files\Android\platform-tools>adb.exe devices 

List of devices attached 

* daemon not running. starting it now on port 5037 * 

* daemon started successfully * 

7LLFIRZPR4JZR8BI        device 

B. Unlocking The Phone 

To unlock the phone we used the program Andriller [14] 

which, apart from the other options, offers this possibility 

as well. It is a commercial program with the possibility of 

the free license for the 15 day period, upon expiration of 

which the program must be purchased. It is free for a six 

month period for the law enforcement officers. To unlock 

the phone, we processed the file gesture key with the 

above mentioned program. The gesture key we previously 

acquired from the phone through the pull command. After 

executing the command, we obtained the actual unlocking 

pattern (Image 1). 

 

Image 1: Lockscreen pattern decoding 

Open source solution would be to open the gesture file in 

hex editor, and then use SQLite Browser so as to compare 

the hash values of gesture.key  with generated hash values 

of possible keys in order to get the unlocking pattern. The 

scripts could be generated in Python [9]. 

C. Rooting The Phone 

Root access to the phone we gained after downloading the 

application KingRoot from google play and installing it 

directly on the phone. After installing it we connected to 

the device through ADB and then executed the command 

adb shell to enter the user account. Upon executing the 

command, we got the option to allow root access to adb 

application. Once we allowed it, we had the root access to 

the device and # appeared in shell (Image 2).  

 

Image 2: Accessing shell as “root” user  
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D. Data Acquisition 

The first method of acquisition was realized through using 

adb pull command which enabled us to copy the data 

from the folder to the destination folder on the C partition.   

adb pull /data/data C:/forenzika/seminarski 

The folder contained the data that could be interesting for 

further inspection: 

- data from the SIM card which are stored on logical 

destination 

/data/data/com.android.providers.telephony/databases

/mmssms.db.  

- data from the SIM card about contacts and call logs 

/data/data/com.android.providers.contacts/databases/c

ontacts2.db.  

- data from the SIM card  about email messages on gmail 

which were acquired from 

/data/data/com.google.android.gm/databases/mailstore

.isak.mrkaic@gmail.com.db.  

The other method was realized through executing dd 

command. We inserted the empty SD card in the phone 

and the device recognized it. The command #cat 

/proc/partition was executed to learn about the existing 

partitions, which made us decide to acquire the contents 

of the flash memory mmcblk0 

Next step was to execute the command 

dd if=/dev/block/mmcblk0 of=/sdcard/data.img bs=512 

conv=notrunc,noerror,sync 

After the command was executed, the file data.img was 

created on SD card along with the folders android_secure, 

Android, googleota, KingMaster, LOST.DIR i e_config. 

We copied the files to the laptop simply by taking out the 

SD from the phone, inserting it into the SD card adapter 

and then inserting the adapter into laptop and copying the 

files to the D partition.  

E. Data Analysis 

The data acquired through logical acquisition, i.e. through 

executing the pull command, were processed by SQLite 

Browser [15] which enabled us to read .db files that 

seemed to be of interset to us  

- mmssms.db file contained data about all of the sent and 

received SMS messages. More precisely, it included the 

phone numbers of both the sender and the receiver of the 

message, the date when it was sent, the message status 

(whether or not it was received), as well as the content of 

the message (Image 3). 

 

Image 3: SMS messages 

 

- The file contacts2.db contained data about the call logs, 

namely the phone number of the caller and the receiver, 

call duration and the date when the call was made. 

- The file mailstore.isak.mrkaic@gmail.com.db 

contained the data about gmail messages including the 

address of both the sender and receiver, time when the 

message was sent and the message content. 

The data we got through physical acquisition of the flash 

memory acquired through dd command were analyzed 

using the program Autopsy [16]. This program is a free 

one and is intended for the analysis of majority of the files 

on Android (such as YAFFS, .ext, etc.). 

 

Image 4: Data acquired through Autopsy 

As the result of the actions performed, we could access 

contacts, call logs, messages, etc., but also some of the 

files erased (Image 4).  

F. Other Tested Open Source Tools 

AF Logical OSE [17] is the program intended for data 

extraction through Content Provider.  This program 

enables us to acquire some basic data such as SMS/MMS, 

contacts, logs, calendar, etc.. By using this program we 

managed to get the data about the SMS messages, call 

logs and contacts (Image 5). 
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Image 5: Call history 

For logical acquisition and analysis of data we used 

program Mobledit [18], version 5.5.0.1148, which 

enables us to work in Lite regime if we don't want to buy 

the license. However, there are also some limitations, 

such as inability to export the files. Upon the installation 

and command execution we managed to set up a 

successful communication between the laptop and the 

Android device, so we could access the basic information 

about the SIM card, search the contacts, call logs, SMS i 

MMS messages and access the calendar. 

NowSecure Forensics Community Solution [19] (up 

until a year ago it was called ViaExtract) is a tool which 

enables logical and physical acquisition of data. Its 

manufacturer is NowSecure. Free version enables logical 

exstraction of data, while the purchased version enables 

both logical and physical exstraction.The program is 

downloaded within the virtual surrounding and is installed 

on Santoku linux based on Ubuntu distribution. After 

being started, the program automatically recognized the 

mobile device This program also offers the option to root 

the phone by using certain exploits. After starting it, we 

proceeded to start Backup acquisition, Logical acquisition 

and File acquisition (Image 6). 

 

Image 6: SMS messages  

 NowSecure Forensics Community Solution is a great free 

tool which enables us to acquire a lot of data in short 

period of time. 

 

 

6. RESULTS 

On the phone that was used for testing we performed 

logical and physical acquisition of data, and then the 

analysis of the results obtained. The programs used as 

well as their basic characteristics are outlined in the table 

below.  

 

Table 1: Comparative analysis of programs 

characteristics  

Program Acquisition Analysis 

NowSecure Forensics 

Community Soluttion 

Yes Yes 

ADB (pull, dd) Yes No 

Autopsy No Yes 

SQLite browser No Yes 

 

The most complete data from the device that was the 

object of our research were retrieved through the 

NowSecure program which performed the acquisition and 

the analysis automatically, yet it was not possible to 

extract the results from the program to the PC. Similar 

results were obtained by step-by-step acquisition by using 

dd functionality and then analyzing the file obtained using 

the programs  Autopsy and SQLite browser, however it 

was possible to extract the data to the PC. 

 

Table 2: Comparative overview of the results  

Data 

retrieved 

NowSecure (Backup, 

Logical and File 

acquisitions) 

dd, SQLite 

browser and 

Autopsy 

Audio  59 76 

Images 270 506 

Videos  4 4 

Deleted 

data 
- 66220 

Viber Calls 513 513 

Viber 

Participants 
458 458 

Viber 

Messages 
9072 9072 

Web 

History 
20 2086 

Contacts 36 300 

Call Log 462 468 

SMS 810 812 
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Gmail 

messages 
16 16 

The comparative overview of the data retrieved is given 

in the table above. The overview does not include all the 

data, just those we considered to be the most important. 

Based on the results, we can safely claim that a significant 

amount of data can be retrieved by using the open source 

tools.  

7. CONCLUSION 

This paper explores open source tools which enable data 

acquisition and analysis. Even though there is a multitude 

of these forensic tools, they are all limited in their 

functionalities and it is only by their combination that we 

can get satisfactory results. 

Android forensics using open source tools is a challenging 

task and it largely depends on the tools available. 

Commercial programs like Encase i Oxygen Forensic™ 

Suite are user friendly and they offer a wide range of 

possibilities. Unlike them, open source programs must be 

used in combination to achieve comparable results. 

Limitations of the open source tools are reflected in the 

fact that they cannot offer ready solutions. Namely, after 

certain programs are used to perform acquisition and 

analysis, it is preferable to use a combination of different 

programs to compare and consolidate the data if the 

results obtained are to be valid. Also, majority of the open 

source tools are limited in their functionalities, so it 

happens that the analyzed data cannot be retrieved, or 

some functionalities only have trial versions. This in turn 

requires more time for extraction and analysis of data, 

then it is the case when commercial tools are being used.  

Having expansion of the Android platform in mind, it is 

expected that the number of available forensic tools will 

rise in near future and their functionalities would develop. 

In this paper we used the latest researches and the up-to-

date literature, yet some links to the forensic software 

already became unavailable or outdated. 

  One of the examples is how the program NowSecure 

which we used for the purposes of our research is no 

longer available on the manufacturer's site. In the light of 

these facts, it is obvious forensicists, apart from having 

the knowledge of the field must also constantly follow 

trends and latest findings in the field 
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Abstract: Anomalies in IoT typically occur as a result of malicious activity. As an example, a point anomaly may occur 

once network intrusion is attempted, while collective anomaly may result from device being hacked. Due to the nature of 

the attacks, some anomalies are represented by incomplete captured instances or imbalanced captured datasets. For 

example, features may have some values missing from the row or may contain both categorical and numerical values. 

Once pre-processed, these datasets become suitable training sets for any machine learning classifier that detects 

anomalies. However, there are situations where pre-processing takes large amount of time in the operating phase or 

simply is not executable due to the nature of the data. For example, a feature that contains unknown number of categorical 

values, such as strings, cannot be converted into finite number of binary features before the training. In this scenarios, 

basic machine learning methods, such as Support Vector Machines or Decision Trees either fail to operate or provide 

poor classification performance. Unlike basic, ensemble learners manage these data instances efficiently and provide 

good anomaly detection rates. This paper analyses the performance of ensemble learners on incomplete IoT intrusion 

datasets, represented by point anomalies. 
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1. INTRODUCTION  

Anomalies are patterns in data that do not conform to a 

well-defined notion of normal behavior. As an example, 

anomalies in a simple two-dimensional dataset are points 

that are sufficiently far away from normal regions, i.e. 

regions that most points belong to. “Anomaly detection 

refers to the problem of finding patterns in data that does 

not conform to expected behavior” [1]. That being said, 

anomalies are detected by defining a region that represents 

normal behavior and declaring any pattern in the data that 

does not belong to this normal region as an anomaly. 

Although anomaly detection seems to be straightforward, 

several factors make this apparently simple task very 

challenging: defining a normal region that encompasses 

every possible normal behavior is difficult; normal 

behavior may evolve with time and current notion might 

not be representative in the future; the boundary between 

normal behavior and anomalies is often not precise and the 

lack of labeled instances for training may cause a problem. 

Consequently, the algorithm suitable for anomaly detection 

in all domains does not exist. The choice of technique 

suitable for the specific problem is based on the nature of 

the input data, the amount of labeled instances in the 

training set and the type of anomaly. 

The nature of the input data refers to the types of features 

that describe instances in the training set. Features can be 

binary, categorical (they can take one from the finite 

number of values) or continuous. Multivariate instances 

may contain features of same type or a mixture of different 

data types [2]. According to the amount of labelled 

instances in the training set, one of the following 

techniques is used: supervised detection (all instances are 

labelled), semi-supervised techniques (either the instances 

belonging to normal or anomalous behaviour are labelled) 

and unsupervised techniques, that requires no training data, 

as they are based on assumption that normal instances are 

far more frequent than anomalies in the test data. 

Anomalies can be classified as point, contextual and 

collective anomalies [1]: point anomalies are individual 

data instances that are anomalous, contextual anomalies 

are data instances that are anomalous in a specific context, 

and collective anomalies are collections of related data 

instances that are anomalous with respect to the entire data 

set. 
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In the Internet of Things, anomalies in the network traffic 

may indicate an ongoing malicious activity, such as 

network intrusion, eavesdropping, or a Thing in IoT being 

hacked or compromised in another way. While on the 

typical network various anomaly based intrusion detection 

systems use pre-processors to convert feature values into 

numerical values, IoT scenario may be a little bit different. 

Attacks in IoT differ due to vast variety of devices, which 

further causes some anomalies to be represented by 

incomplete feature vectors or imbalanced datasets. 

Features may have some values missing or may contain 

categorical and numerical values. Although pre-processors 

are typically used to resolve these issues, sometimes they 

cannot be implemented due to the nature of data: one 

cannot employ conversion from categorical to numerical 

features if number of categorical values is prior unknown. 

In these case basic machine learning methods fail to 

operate – Support Vector Machines operate with 

standardized numerical datasets, while Decision Trees 

cannot perform with sufficient precision as some nodes 

cannot be traversed down to the leafs due to lack of values. 

However, ensemble learners operate with sufficient 

precision and provide high anomaly detection accuracy. 

Having that said, within this paper, the efficiency of 

supervised ensemble machine learning methods on 

incomplete synthetic IoT intrusion datasets, represented by 

point anomalies and healthy traffic. 

2. MACHINE LEARNING ALGORITHMS 

Tom Mitchell’s widely quoted formal definition of 

machine learning [3] can be rephrased to the supervised 

anomaly detection context: “a learner learns to classify 

events (task T) into normal events and anomalies; 

performance measure P of this task is the classification 

accuracy, and the experience E is the training set of rules". 

Supervised learning algorithms build a model from a 

training set (given in the form of feature vectors) with class 

label assigned to each instance. Once trained, supervised 

algorithms assign class labels to previously unseen 

examples of the same task [4]. Within the context of 

anomaly detection, typically a two-class problem is being 

solved and having that said, class labels given to the 

instances indicate normal or anomalous data. 

In theory, every machine learning method has its own 

advantages and disadvantages, which can be perceived on 

the basis of how these methods operate. Decision trees 

recursively create a classification tree with decision nodes 

based on a subset of values of a corresponding feature and 

classifications on its leaves. Support vectors map learning 

examples from an input space to a new high dimensional 

(potentially infinite) feature space in which examples are 

linearly separable (see Image 1). Naive Bayes apply Bayes' 

rule using assumption about mutual independence of 

features, and k-Nearest Neighbours assign class labels 

according to a classification of k closest training examples 

in feature space. However, there is no machine learning 

method that is the best for every problem (the 

Generalization Conservation Law [5] or the No Free Lunch 

Theorem [6]).  

Machine learning methods used for classification can be 

divided into [7]: basic methods (artificial neural networks 

[8], Support Vector Machines [9, 10], decision trees [11, 

12], Naive Bayes [13, 14]), hybrid methods (for example, 

a hybrid of decision trees and Naive Bayes – a regular 

univariate decision tree, where leaves contain a naive 

Bayes classifier built from the examples that fall at that leaf 

[15]), incremental methods (Naive Bayes updatable), 

hybrid incremental methods (Hoeffding Tree [16]), basic 

ensembles (random forest [17]), hybrid ensembles 

(stacking) and hybrid incremental ensembles (Ada 

Hoeffding option tree).  

 

 

Image 1: SVM’s RBF kernel maps data from input space 

to high dimensional feature space 

 

3. ENSEMBLES 

Ensemble machine learning methods use multiple learning 

algorithms to obtain better predictive performance than 

could be obtained from any of the constituent learning 

algorithms alone [18, 19], as shown on Image 2.  

 

 

Image 2: Ensemble machine learning 

 

Most common types of ensembles used in experiments 

reported in the literature are built by boosting, bagging and 

stacking. Boosting incrementally builds an ensemble: each 

new model instance is trained in order to emphasize the 

training instances that previous models have misclassified. 

Each model in the bagging ensemble votes with equal 

weight, and in order to promote model variance, bagging 

trains each model in the ensemble using a randomly drawn 

subset of the training set. For example, the random forest 

[17] combines random decision trees with bagging to 

achieve very high classification accuracy [20]. In some 

cases, boosting has been reported to provide better 

accuracy than bagging, but is less prone to over-fitting. 
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Stacking builds a hybrid ensemble by training a learning 

algorithm (combiner) to combine the predictions of several 

other learning algorithms. All of the other algorithms are 

trained using the available data and a combiner is further 

trained to make a final prediction using all the predictions 

of the other algorithms as additional inputs. In practice, a 

single-layer logistic regression model is often used as the 

combiner. 

4. GENERATING IOT DATASET 

The IoT dataset used in this research is built from traffic 

captured on the simulated network of Things, consisting 

mostly of mobile devices. All devices had their traffic 

rerouted through a single gateway where it has been 

captured using PCAP library on Linux operating system. 

Synthetic dataset consists of normal, healthy traffic 

recorded during one day period and variety of simulated 

attacks, ranging from vulnerability analysis to penetration 

attempts and successful exploitations, executed with 

variety of open source and commercial software products. 

Both healthy and malicious traffic have been recorded 

separately and cleansed from other protocol and service 

leftovers (partial noisy data removal), thus leaving clean 

normal and anomalous PCAP files, which reassembles a 

scenario for supervised anomaly detection. QoSilent Argus 

software was used to extract features values from PCAPs 

and create data instances which were labelled and shuffled 

into a separate training and test sets. Features used in this 

research do not include source and destination IP 

addresses. However, they include flags, connection states, 

protocols, port numbers and lots of statistical data. Once 

the feature extraction was done, a sneak peek into the 

generated CSV revealed the following facts that point up 

to incompleteness of the dataset. 

1. Feature flags is categorical, but have fields with no 

values (blanks). Although somewhat convertible to 

numerical values, a change in the Argus software may 

result in need to change in the pre-processor. 

2. Source and destination ports have decimal, hexadecimal 

and textual values. Examples of the values include: 

“51305”, “0xb6”, “netbios-dgm”, see Table 1 for more 

examples. As number of textual values is not documented 

in the software documentation, unknown number of textual 

values cannot be converted into finite number of numerical 

values during the training phase unless the model will be 

retrained on frequent basis. 

 

Table 1: Example values of port features 

Sport value Sport type Dport value Dport type 

33100 Decimal https String 

0x0008 Hex 0x0100 Hex 

35360 Decimal domain String 

37159 Decimal https String 

15039 Decimal http String 

 

3. Source and destination TOS, TTL, TCP window 

advertisements and several other numerical features have 

blanks, which makes them virtually inconvertible into a 

numeric values, if a range of numerical values they make 

take is unknown or undocumented. 

4. Source and destination diff service have both numerical 

and categorical values. Categorical values are not 

documented as well as the range of numerical values, thus 

making this field inconvertible to numerical values. 

Although one might try to implement conversion to 

numerical values in the data pre-processor (for example, 

filling blanks with -1 or splitting features with mixed 

values into two or three features), aforementioned 

statements indicate that in this scenario it is not possible 

due to unknown or undocumented ranges. This leaves a 

learner to be trained and evaluated with incomplete 

datasets – sets from which aforementioned features are 

removed. 

5. EXPERIMENTS 

Performance of the basic and ensemble machine learning 

algorithms solution is experimentally evaluated using 

MATLAB R2016a with Statistical and Machine Learning 

Toolbox, version 10.2. Within this research the following 

machine learning algorithms available in aforementioned 

toolbox have been used to train and test IoT datasets: basic 

methods (decision tree and Support Vector Machines), 

bagging and boosting ensembles (Adaboost [21], 

RUSBoost [22], LogitBoost [23] and GentleBoost [24], all 

using C4.5 decision tree as a base learner). A training 

dataset consisting of one thousand lines with 41 features 

and a class label was imported into MATLAB. When 

imported into the Classification Learner, 11 features were 

discarded due to the feature values inconsistencies 

(inability of being pre-processed, as stated in Section 4 of 

this paper) and several additional categorical for SVMs. 

Five-fold cross validation was applied and the testing 

results for each classifier are listed below. 

1. Complex tree.  

- C4.5 decision tree using Gini’s diversity index as split 

criterion, with 100 splits and no surrogate decision splits.  

- Overall accuracy of the classifier is 73.7%. 

 

 

Image 3: Complex Tree ROC Curve 
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2. Fine Gaussian SVM. 

- Standardized data, Gaussian kernel function, manual 

kernel scale mode 1.4.  

- Overall accuracy of the classifier is 71.6%. 

 

 

Image 4: Fine Gaussian SVM ROC Curve 

 

3. Bagged trees.  

- Decision tree as a learner, 20 splits, 30 learners, 0.1 

learning rate, subspace dimension 1.  

- Overall accuracy of the classifier is 89.0%. 

 

 

Image 5: Bagged Trees ROC Curve 

 

Boosted trees are further examined with 20 splits, 30 

learners, 0.1 learning rate and subspace dimension 1. 

4. AdaBoost. 

- Overall accuracy of the classifier is 94.8%. 

 

 

Image 6: AdaBoost ROC Curve 

 

5. RUSBoost. 

- Overall accuracy of the classifier is 73.7%. 

 

 

Image 7: RUSBoost ROC Curve 

 

6. LogitBoost. 

- Overall accuracy of the classifier is 91.9%. 

 

 

Image 8: RUSBoost ROC Curve 
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7. GentleBoost. 

- Overall accuracy of the classifier is 98.6%. 

 

 

Image 9: GentleBoost ROC Curve 

 

 

Image 10: GentleBoost confussion matrix 

 

Results are further summarized in Table 2. 

 

Table 2: Experimental evaluation summary 

Classifier Accuracy AUC 

Complex Tree 73.7% 0.95 

Fine Gaussian SVM 71.6% 0.75 

Bagged Trees 89.0% 0.99 

AdaBoost 94.8% 0.98 

RUSBoost 73.7% 0.96 

LogitBoost 91.9% 0.95 

GentleBoost 98.6% ~1 

 

Although we have already stated and explained why basic 

machine learning methods are not expected to operate with 

high classification accuracy, and ensembles were expected 

to, another question arises: why did the GentleBoost 

provide such level of accuracy on the dataset and have 

outperformed other ensembles?  

Unlike the commonly used AdaBoost algorithm, the weak 

classifier in the GentleBoost algorithm is a soft-decision 

classifier with continuous output. This enables the strong 

classifier’s score to be smoother and favourable for 

computing derivatives [25]. More formally, while other 

boosting algorithms minimize the overall test error as much 

as possible at each step, GentleBoost features a bounded 

step size. Let wt,i denote update weights, yi desired outputs, 

ht(x) weak learners, x the samples and αt the minimizer. 

Variable ft is chosen to minimize: 

  
2

,t i i t i

i

w y f x , (1) 

and no further coefficient is applied. GentleBoost will 

choose: 

   t t t
f x h x  (2) 

exactly equal to y, while steepest descent algorithms will 

try to set αt=∞. According to empirical observations, this 

causes good performance of GentleBoost, even with 

incomplete datasets, as large values of α can lead to poor 

generalization performance [26, 27]. Second, the 

GentleBoost algorithm outperforms other boosting 

methods in that it is more robust to noisy data and more 

resistant to outliers. 

6. CONCLUSION  

The Internet of Things involves the increasing prevalence 

of objects and entities (Things) provided with unique 

identifiers and the ability to automatically transfer data 

over a network. Much of the increase in IoT 

communication comes from computing devices and 

embedded sensor systems used in industrial 

communication, home and building automation, vehicle to 

vehicle communication and wearable computing devices. 

IoT security is the area of endeavour concerned with 

safeguarding connected devices and networks in the IoT. 

As we have stated before, anomalies in the IoT traffic may 

occur as a result of malicious activities, such as attempt to 

hack or otherwise compromise a mobile device. These 

anomalies can be represented by a finite number of 

numerical or categorical features. In most scenarios pre-

processors are able to convert all this data to numeric 

values and most of the machine learning algorithms are 

able to perform supervised anomaly detection after. 

However, due to a large number of different devices and 

variety of attacks, data may be incomplete and unsuitable 

to train basic learners such as decision trees or Support 

Vector Machines, or, even if trained, they will provide poor 

classification performance. Ensemble learners manage to 

build models and classify these data instances, which has 

been experimentally proven in this paper. Another issue 

that has arisen from the experimental evaluation presented 

in this paper is superiority of GentleBoost algorithm over 

other boosted ensembles on incomplete datasets resulting 
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from soft-decision classification with continuous output 

and robustness to noisy data. 
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Abstract: The concept of the Internet of Things (IoT) implies consequent interconnectedness of humans, devices, 

equipment, and maybe even wildlife. In the process of spreading of IoT, societies become more complex, and thus 

exposed to new challenges for their stability. The problem, from the anthropocentric aspect, is how the concept of the 

IoT affects an organised society. We assume that the public administration has an institutionalised duty to prevent 

security breaches within its jurisdiction, and provide security of sensitive applications, including national 

infrastructure, security services, and the finance. In this article, we observe foreseeable challenges facing national 

administrations through the IoT order, and political balance. We find that information input and time consumption 

implied by the IoT will immanently affect decision making, that omnipresent infrastructure environment will broaden 

legal and national security issues of the State, and that interconnection introduces a concept of conflict in social life. 

The results indicate that to maintain social stability, States faced the necessity of preemptive action in the sense of 

creating educational, legal and technological preconditions for a new stage of technological change. 
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1. INTRODUCTION  

In the process of spreading of IoT, societies become 

exposed to new sensitive applications, including national 

infrastructure, security services, and the finance 

challenges for their stability. 

In our previous articles concerning matters of national and 

public security challenges of spontaneous spreading of 

application and development of IoT, we have indicated a 

number of obstacles facing public authorities in regard to 

the interests of individuals. These obstacles are concerned 

with the problems of providing the functioning of 

networks, clouds, network security, or advances in a 

rational deployment of independently communicating 

sensors and appliances [1]. 

The approach which exposes only the responsibilities of 

public administration as a regulation of technological 

standards on the territory necessarily deprives a society of 

an organisational component. 

The global network is not an artificial intelligence and, in 

the functional sense, it is just a tool through which 

mankind enhances its potentials. Structurally, it is 

unavoidable that widespread of "smart" sensors and 

applications will influence processes in various fields of 

human life. What is basically at stake is the stability of 

legal order, and political balance in changing societal 

arrangements, in which sensors have an independent 

influence on the decision-making process. 

Questions arising from IoT concept exceed the 

comprehension of its functioning, and even potential 

misuse. They epistemologically root from dilemma is it 

possible to uncritically implement a complex system of 

interconnected and communicating sensors in a way that 

would improve and not marginalise human rational 

efforts. 

2. MATTER OF NATIONAL LEGAL ORDER  

Internet of things includes the aspect of popular trust. 

Ethical framework of that trust creates a responsibility for 

public authorities of a country, as a consensually 

developed dominant organisational form in a political 

community, to publicise desired norms and to incorporate 

them in the framework of trust. Thus, the first obstacle is 

of epistemological nature, and concerns approaching the 

new revolutionary technology since the knowledge itself 

is simultaneously social and technological phenomenon. 

Ethical trust in new possibilities of IoT necessitates the 

dedication of public authorities to present all perceivable 

frameworks [2]. There is little room for doubt that power 

of automatized computing will affect the everyday life. 

The fact that, due to that, society's environment can 

become better or worse, is the essence of the IoT. 

Independent objects become as they are functionally 

represented on the network: monitors, controllers etc. 

Having communication with objects, in new roles, 

necessitates a change in the philosophical paradigm of 

normative order, in terms that it has to include new 

mutual interrelations between prior subjects and objects. 

The consequences of the paradigm shift can already be 

conceptualised in many activities, automatized habitats, 

organised care of elders, children, life in cities etc. But, an 

organised society cannot effectively function if the 

normative intrusion is not in line with prior, more general 

norm, and that is subject to an ethical framework [3]. 

Conceptual implementation of IoT is still far from a full 

and necessary connection of all services and technologies. 

From that aspect, the question of new philosophical-
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normative paradigm may seem premature, since today we 

are faced more with a variety of solutions and efforts 

aimed at ensuring The semantics of this orientation of IoT 

prioritises management of an as wide spectrum of services 

as possible [4] regardless of the normative requirements. 

Normative ground for the functioning of IoT, apart from 

resolving the mentioned ethic dilemma, what is good and 

what is wrong in individual and collective behaviour, for 

the society, has to include an axiological aspect, namely a 

new aesthetic concept which will be imposed through the 

implementation of IoT [5]. 

The principle problem which organised societies 

encounter in all matters concerning the internet is that 

national law ends on national borders, and no individual 

state has exclusive jurisdiction over the internet, and 

especially not the IoT. 

Public administrations perform many functions provided 

by the law. Some Cyber systems have the potential to 

optimise the use of processing and storing resources, like 

virtualization (abstracting applications from the hardware) 

or cloud technologies (based on virtualization), and 

enable sharing between various administrative entities [6]. 

Hosting of resources of public authorities on clouds 

outside institutional and democratic control poses a 

challenge for the protection of individual and collective 

values. 

Apart from the institutional and democratic issue, 

organised communities are facing a challenge generated 

by the prompt availability of surrounding, which 

introduces IoT. Cloud computing is graded, flexible and 

omnipresent, with use almost everywhere, science, health 

care, economy and everyday life" [7]. Having in mind a 

projected sharp rise in quantity and volume of 

interconnected networks, the matter of norming safety and 

privacy cannot be left for ex post regulation. The prospect 

of connecting virtually everyone and everything 

inevitably has to affect basic communication norms of 

today, which are human-centric in a way which is 

impossible to anticipate. In the mentioned context, of 

service orientated network architecture, a challenge for 

nation states stems from the fact that artificial 

"intelligence" enables solving some specific problems, i.e. 

decision making, through physical and virtual entities 

fulfilling autonomous goals, which is an additional risk 

for public affairs, as well as privacy, in certain areas, like 

health.  

3. MATTER OF POLITICAL BALANCE 

Structures of power in contemporary societies 

(concerning the control of capital, statics and relations 

between social groups) today, in the post-modern age, are 

simultaneously highly exploitative, unjust or oppressive, 

and above all generate degradation of the human 

environment [8]. From only the aspect of public safety 

and security, the threat emerging from IoT pose ever more 

devices coming online with new ways to exploit them and 

possibilities of distributed attacks. But, in the interest of 

functional and effective society, there are more 

fundamental, practical questions facing every individuals 

and society: what are human beings giving away; where is 

the data going; who will really own "our" devices in the 

new future; how the homes are automated, how we care 

for the elder, how do we monitor children, what concepts 

are used to organize life in cities etc. Answers to these 

questions are not currently a priority public concern, and 

producers don't have a commercial interest to explain the 

consequences.  

From the aspect of these activities as societal 

arrangement, the IoT challenge extends beyond only the 

induction of normative elements, and can be generalized 

in the context of - for the benefit of whom, and for the 

good in accordance to what norm. Thus, this challenge is 

simultaneously political and ethical in nature. 

The IoT will consist of perception technology embedded 

in physical entities, networks for exchanging the data they 

generate, computing power for interpreting them in real 

time (as a service), and finally, agents that react according 

to computing results. We can assume that capabilities of 

computing power distributed and embedded into everyday 

objects and the connectivity of the net will make everyday 

world more "intelligent". But, as devices and sensors will 

in many ways shift real-time connectivity to physical 

human body, it will have to effect social abilities in the 

real-world. The risk, namely, is that psychologies of 

confused identities and power play could cause chaos, or 

have some other limited negative repercussions [9].  

Society will, considering the correlation in the tendency 

of high technologies towards investment centers, 

undoubtedly, generally be enabled by cheap technology 

[10]. Some will afford full automation, but will all, or at 

least most? Consequently, individuals and societies will, 

as a rule, be in a position to make simple commands, but 

not to influence complex actions together. So, the 

systemic functions that citizens rely on in everyday life 

will remain dependent on bureaucratic, but digital 

solutions. Integration of technologies will thus necessarily 

be an ongoing issue, from the aspect of purpose, and from 

the aspect of elitism.  

There is no reason to assume, neither to doubt, that the 

humankind will eventually reach its potential to keep up 

with the "smart" machines, or even reach artificial 

intelligence. But, until that time there is a serious risk that 

IoT could lead to anonymous networks dominating the 

affairs and being factual caretakers. As the processes rely 

ever more on the digital world, even the interactions 

between humans may become ever more virtual. 

All life has instinct value, independently of its usefulness 

to humans. Richness and diversity also have value in 

themselves, because they contribute to the well-being of 

life in society. If IoT should, as it seems, lead to a 

reduction of this richness and diversity, unless it is to 

satisfy vital needs in a responsible way, there is a question 

of a right for such alteration. Human lifestyles and 

population are key elements of human impact, and the 

diversity of life, including cultures, can flourish only if 

the human impact is reduced, regardless of advance of 

useful digital objectification in everyday life. This is why 

it seems inevitable that basic ideological, political, 

economic and technological structures must change. If we 

accept that there is an obligation to participate in 
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implementing the necessary changes that impose IoT, it 

must be assumed that it includes the duty to secure that 

they are peaceful and democratic in nature.  

The impact of the IoT on society, and primarily the 

increased role of technology, could develop alienated 

automatism in many decision making processes. That is 

the direct purpose of many software and services that are 

produced and incorporated. This impact carries numerous 

social uncertainties, which are attributed, among others, 

to: generation of large quantities of generated data, which 

may or may not necessarily be valuable or needed, but are 

potential for use or misuse; privacy, data protection, and 

social issues opposed to the potential benefits in public 

safety, energy conservation, and lower costs, depend on 

public opinions and behavior; potentially large-scale, 

highly automated technological systems that can remove 

human intervention in order to increase reliability, but 

increase the potential for societal vulnerability, with 

uncertain inevitable higher quality in the provision of 

many services; and inequality in access to data of value to 

individuals and communities, parallel with other digital 

inequalities across societies [11]. 

But, if we consider technology to be a tool, 

interconnections and interoperability cannot be accepted 

as detrimental in decision making. That is why there is a 

need to consider the impact of the IoT on the wider 

society, and not just on organizations. Since IoT will 

change many social ways, crucial for its viability is 

organizational and institutional innovation. 

4. MATTER OF INTERNATIONAL SYSTEM 

Tomorrow's internet landscape could look very different: 

new smart systems, available on the go, new social media, 

cloud computing that is scalable, flexible, and 

everywhere, enormous data sets used in science, 

healthcare, economy, and everyday lives.  

Networking of different technologies and domains, in 

building of architecture of interconnected humans and 

objects leads to new challenges in regard to 

manageability, security and privacy on the supranational 

level. Many fields of human activity require formal 

normative and political coordination of deployment and 

implementation of sensors at international level. 

Environment, chemistry, biology, radiology and the 

nuclear sector cannot be left to corporate technologies and 

services if IoT is to be trusted by populations. 

Due to a large number of applications, providers and 

stakeholders, standards need to be adopted at international 

level, so that in practice IoT system would at least 

function as interoperable [12]. Interoperability is, as such, 

a specific potential risk generator for at least two reasons: 

firstly, due to the dissonance between management 

requirements and engineering concepts, on one side, as 

well as due to the discrepancy between the perception of 

decision makers and effectiveness and reliability of 

developed solutions. From that aspect, it seems that the 

current concept of security, as isolated criteria, needs 

adjusting, since it contains fundamental structural 

incompatibility with the idea of interoperability, which 

tends towards global inclusiveness, thus also globalizing 

the challenges. 

The question of national and international politics 

concerning management of cyber sphere is already being 

regionalized. Cyber defense is part of NATO strategy 

since 2002. Within this strategy, member and partner 

states are offered various mechanisms of potential crisis 

management and strengthening of national cyber defense 

capabilities. This way, countries are being guided into a 

unified frame of cyber defense of values on which the 

organization is founded [13]. 

At the universal level, the matter of normative regulation 

of national cyberspace has so far only been superficially 

treated. Cyberspace is, namely, often presented as "open", 

"decentralized" and "participatory". Such view is not 

substantiated in international law. In the context of 

international security, UN Charter and international law 

apply in cyberspace and sovereignty and international 

principles, in regards to ICT and ICT infrastructure within 

state's territory [14]. 

Cyberspace can be perceived as a global domain in the 

framework of information medium of interconnected 

communication networks, [15] or as an interconnected 

network of IT infrastructures (the internet, 

telecommunication networks, computer systems and built-

in processors and controllers), [16] including virtual 

surrounding of information and interactions between 

people. That is the space with parallel flow of processes 

of territorialization of cyberspace and cyber activities, as 

well as de territorialization, in the sense of deriving 

regulatory mandates from territories under the jurisdiction 

of organized societies [17]. An example is Internet 

Corporation for Asigned Names and Numbers (ICANN), 

which is however incorporated within the legal system of 

the US, through an agreement with the Department of 

Commerce, but has sole responsibility for maintaining the 

Internet safe, stable and interoperable. As cyberspace, 

with IoT era, becomes integral in every aspect of modern 

societies, it develops into a domain and medium through 

which are various human activities conducted [18]. Due 

to their inherent responsibilities, states are faced with an 

obligation to provide that national networks which 

support stability, prosperity and security of their citizens, 

remain effective and meaningful. The nature of the new 

challenges requires that the problem of decision-making 

legitimacy be addressed at international level [19]. 

An illustration of possible discrimination at the global 

level is provided by a couple of examples. One of such is 

a global cell phone game on public space, called 

„Pokemon Go“. An important consequence of this game, 

from the aspect of functioning of the society in 

omnipresent digital world, is privileged position of its 

owners, who use public space for making profits, without 

respecting national laws, concerning commercial fair 

activities, leasing of public land (since it is not making 

virtual, but real profit), nor taxation. The fact that this 

game is spreading on the global network, like the „smart“ 

appliances that are being produced without respect to 

national standards, cannot relieve a state of its 

responsibilities, when equality and safety of its citizens 

are concerned. Also, who can foresee the consequences of 
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the future development of one of the benchmark tasks of 

computer vision - scene recognition, and the effects it 

could have on individuals and their automatic recognition 

on the network. A state is financed to protect long-term 

interests and values of its citizens, and one of the prior 

concerns is general upholding national laws and 

nondiscrimination. 

5. CONCLUSION  

Massive production and emission of digital data broaden 

possibilities for their use for the benefit of private and 

public life. But, there are no objective indications which 

would found the assumption that limitless use of digital 

sources of data can result in "programmed" societal 

functions. That is the principle argument in favor of 

intrusive state approach to IoT in national cyberspace. 

Apart from uncertain organizational effects, challenges of 

the IoT concept for organized societies include some 

specific threats concerning critical national infrastructure 

systems, guarantees for privacy, and ethical degradation 

as a consequence of adjustment to techno centric 

requirements.  

Spreading of the IoT cannot be limited in administrative 

fashion, and from the aspect of the functioning of 

organised society, the solution is not in the practising of 

state authority to limit or censor the contents of networks. 

But, on the other hand, it seems self-evident that no 

producer, provider, service or technology can have 

priority over the concerns for securing of social norms 

and standards, whether in city life, health care, or other 

fields of common interest in a society.  

IoT additionally complexes the problem since it leads to 

unpredictably wider and more autonomous spectrum of 

communication and decision limitations. Living in an 

organized political society raises legitimate expectations 

that the apparatus that is paid by the citizens will not only 

protect basic value system founded on an individual but 

above define and regulate standards in common interest to 

which the implementation of IoT will have to adjust. 

Governing and regulating (norming) societal impacts of 

the IoT, includes an in advance anticipation of at least the 

following issues: data protection and institutional changes 

to adapt to the IoT concept; responsibility for failures and 

breaches; status of devices that will obtain information 

about their users; applicable standards for business, 

industry, and public decision-making; and functioning of 

local and national policies within regional and global 

practices and policies. 
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1. INTRODUCTION  

The term Internet of Things (IoT) came into existence 

some 15 years ago. It was conceived as a world of objects 

that exchange data. Data exchange is not between man 

and machine, but the communication between machines 

(M2M) is introduced. Kevin Ashton in his work from 

2002, published under the title IoT said: “We need an 

internet for things, a standardized way for computers to 

understand the real world”. [8] 

After the appearance of social networks where people 

communicate with each other, we come into an era where 

“social devices network” is created - network that controls 

systems, collects data, analyzes and reacts depending on 

the data. “...The Internet of Things (IoT) promises to be 

the most disruptive technology since the advent of the 

World Wide Web. Projections indicate that up to 100 

billion uniquely identifiable objects will be connected to 

the Internet by 2020, but human understanding of the 

underlying technologies has not kept pace. This creates a 

fundamental chal-lenge to researchers, with enormous 

technical, socioeconomic, political, and even spiritual, 

consequences. IoT is just one of the most significant 

emerging trends in technology but some people, such as 

Nikola Tesla had a vision of IoT almost 100 years ago, 

“when wireless is perfectly applied the whole earth will 

be converted into a huge brain ... " [7]. 

 

One of the leading companies in the field of IT Microsoft 

is developing support through its services for IoT called 

Microsoft Azure IoT Suite. Google has bought company 

Nest engaged in the production of "smart" thermostats. 

Also, Google owns Android, one of smartphones’ 

operating systems. These two giants in the field of IT 

have devoted their resources and attention into studying 

IoT, from which we can conclude that this is something in 

our time (the present) and what awaits us in the future. 

 

In 1965 Japanese researchers led by Yoshiro Hatano 

determined that the man should have a day walk with over 

10,000 steps1. Today we can analyze this statement by 

studying people and their movements. In addition to the 

movement we can analyze how much time people spend 

in their homes, in front of computers, what they like to 

buy, who they socialize with and much more. These data 

are now realistic, without observing the sampled 

population. The questions that arise are: Are all these data 

safe? and Why are these data are stored on the Internet? 

 

It is good to analyze this data. For example, if our doctor 

looks at our physical activity, he can alert us to the 

possible harmful consequences. Alarm for our bad habits 

can be sent through software, and when we get to the 

doctor, he can have an accurate picture of our movement 

based on data and information obtained from the 

software. The image obtained in this way can contribute 

to better diagnosis and make our body back into a healthy 

state. The data collected this way about our movement 

can also be analyzed by an intruder, and to come to the 

conclusion that we spend two hours outside of home 

while doing some physical activity. In this way a burglar 

would have the information when he needs to organize a 

robbery. 

 

These two examples intended to show the importance of 

information on the movements that are on the Internet in 

the case of medical treatment, and even more important 

objective, to protect information sent by devices 

(sensors). This paper is devoted to Internet of things. 

 

2. PARTS OF IOT ARHITECTURE 

IoT architecture basically consists of three parts. These 

three parts are shown in image 1. [1] 

                                                           
1http://www.slideshare.net/mazlan1/internet-of-things-iot-we-

are-at-the-tip-of-an-iceberg 
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Image 1: IoT architecture 

 

2.1 Application domain 

Application domain (image 1) represents servers’ 

architecture that participates in data processing, 

communication with other devices and communication 

with a human. 

 

The purpose of these servers is similar to servers in banks, 

where data are collected, processed and stored. These 

servers with their services provide communication via 

Web, mobile and desktop applications with a human, and 

in addition to H2M communication provide M2M 

communication. 

 

 

 

 

 

 

 

 

 

 

 

Image 2: IoT stack2 

 

In the case of IoT stack, application domain is divided 

into: 

 

- application part which serves as a user interface for 

device management. This part represents Web, mobile 

and desktop applications that communicate with servers 

in order to exchange information and send commands. 

 

- the part associated to the platform and data 

processing which purpose is to make as much as possible 

realistic picture of actual objects, that is the real world. In 

this part, virtual objects we manage and which send us 

information live. If we IoT imagine as a human body, this 

would be his brain, a place where all the information from 

sensors are collected and the place which provides 

management. 

2.2 Network domain  

                                                           
2http://www.slideshare.net/sumitcan/iot-architecture 

The network part of IoT uses existing technologies 

(Ethernet, WiFi, Bluetooth, ZigBee, GSM, etc.) for data 

exchange. The objective of this layer is to transfer 

information from device to server and vice versa. What is 

expected from this exchange is that it is safe and reliable. 

For IoT, the most significant is the wireless 

communication (radio communication) where it is 

necessary to take care of security. Most wireless networks 

have some cryptographic algorithms implemented. Wifi 

has implemented WEP and WAP methods of protection. 

90% of data that are present on the Internet  are personal 

data, and in 70% of cases non-encrypted traffic is used3. 

 

If we look at IoT stack (image 2), the network part 

represents border section. Devices are equipped with 

implemented communication interfaces on one side, as 

well as servers on the other side through which the 

communication is accomplished and management of 

devices is ensured (image 1). 

2.3 Device domain 

Device (or sensor, actuator) domain is the beginning of 

IoT. It is the layer in which reality becomes virtual world. 

This is the place where data is received and converted into 

digital data used by servers (image 1). Types of devices 

used for collecting data can be in range from simple 

sensors such as sensors for heat, temperature, light, 

moisture etc. to location sensors, cameras and other 

complex sensors or devices (image 2). The number of 

connected devices exceeds the number of human 

population. In 2010 the number of devices was almost 

two times higher than the number of human population.4 

 

This layer collects data from one or more sensors. Its aim 

is to process collected data mostly as analog values and 

forward it in digital format to the next layer. The collected 

data is processed on a specific hardware, which has its 

own software (firmware).[2] 

 

Device domain, depending on the complexity and purpose 

of the device, can also have a management layer for 

devices. If we take a camera as an example, it sends us a 

picture as an information, but we may want to move it. 

The movement of the camera requires that we have a 

layer of software and hardware that will allow its 

management via the camera interface it provides. 

 

3. BASIC ORGANISATION AND IOT 

SECURITY  

IoT architecture is not based on one device, but on sets of 

devices that in a variety of ways collect information. In 

case of IoT, the most used term is environment, so we can 

see the prefix “smart” like smart homes, smart streets, 

smart parking, smart garbage cans, smart cities etc... 

Smart environments can be defined as sets (federation) of 

sensors and actuators that are designed for home, 

building, city, transport etc…[3][9] 

                                                           
3 http://www.slideshare.net/jvermillard/the-5-elements-of-iot-

security 
4http://www.slideshare.net/mazlan1/internet-of-things-iot-we-

are-at-the-tip-of-an-iceberg 
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Image 3: Smart devices communication example 

 

IoT is a complex system with a large number of sensors. 

The most perfect organization that works with the largest 

number of sensors is the human body. Every part of our 

body has its own task from touch receptors to nerve cells 

in the brain. Architecture which the IoT should aim is the 

architecture of the human body. 

If we consider an IoT device with its sensor (sensors), we 

can forward its data to other devices and services. 

However, if we have an environment that consists of 

multiple devices that collect data and all of them send 

data to servers, then it is necessary to secure each 

communication. This approach increases hardware and 

software requirements for each device, whereby the price 

of each device increases. 

4. POINTS OF POTENTIAL ATTACK 

Each part of the IoT architecture may represent a potential 

point of attack. [4]  

4.1 Security of device 

Places that are the least sensitive to direct attacks are 

physical devices (sensors), because of their technology, 

which primarily consists of electrical circuits designed to 

convert received analog information from the 

environment into digital format. The devices themselves 

may offer to potential attacker only the information they 

possess. Attacks on this part of architecture, beside illegal 

reading the values from the sensors, may be realized by 

giving false values, whereby an attacker could test the 

system. By testing the system, one can get specific values 

that are important for its functioning. For example, if the 

humidity sensor sends a huge value, it is possible that the 

flood occurred, and the system will react by shutting off 

the water. 

Security on the device layer should be realized through 

physical protection and devices’ access control. 

4.2 Network security 

The next part of the IoT architecture that is sensitive to 

attacks are networks that are used in the exchange of 

information. The attacks in this part can also be realized 

by collecting information from one or more devices. Such 

attacks where the traffic is only observed, are known as 

sniffing. Depending on the type of network used in 

communication (WiFi, Bluetooth, ZigBee...), depends the 

method of attack, given the specific character of the 

technologies used for the particular network. Another way 

of using the network layer for the attack is the phishing 

scheme using legitimate participants address. 

Security in this part can be implemented by using 

cryptography algorithms which collecting information 

make difficult. As mentioned before, most wireless 

technologies already have some form of protection 

implemented, so those methods of protection should 

certainly be used, with possible improvement of existing 

algorithms. [5] 

4.3 Application security 

When considering the application layer, firstly one should 

pay attention to the application user. Logging on to the 

system should be the only place where the legitimate user 

may enter the system. However, it can also be the place of 

interest for potential attacks. This is the place where the 

greatest number of attacks is expected, so it represents a 

challenge for programmers. In addition to software 

protection, user education about the importance of the 

system and possible threats is essential. 

5. ADVANCE ORGANIZATION 

An approach that can relieve a server with a large number 

of connections and communication and management 

interfaces, is to introduce a central device, which would 

secure communication and provide management between 

the server and the sensors or the specific devices that need 

to be controlled. In this way, managed devices can be 

organized into the physical and logical parts. As said 

before, IoT is a large and complex system. To quote a 

Chinese strategist Sun Tzu: “Management of many is the 

same as management of few. It is the matter of 

organization." 

This approach may relieve the individual peripheral 

devices in a way that they would possess only one 

communication interface (Image 4). 

 

Image 4: Advance organization 

In cases where there are multiple devices (sensors, 

actuators, etc.) that need to be controlled and are spatially 

apart, multiple control units can be used, which would 

represent logical or physical parts. These devices would 



58 

 

be central to local devices and would be connected to the 

main central device. The main central device would have 

the task of maintaining secure communication with the 

server, while allowing management of peripheral devices 

using multiple technologies such as wireless, Ethernet, 

GSM, BT etc. which provides a significant management 

functionality and security in case of loss of 

communication over a single medium. In this way if we 

want we can receive the data from a peripheral device 

through WiFi, BT or GSM even if it has only one 

interface, through which it is connected to a local (central) 

device. In addition to introducing the main central device, 

it would be desirable to allow a local central device to be 

able to take over the functionality of central device to 

provide redundancy in case of main central device failure. 

One additional advantage is the reduction of the number 

of used addresses (IPv6 is not yet fully incorporated in 

Europe). 

In case of a house with IoT devices (Image 5), which 

provide control of lights, air conditioning, heating etc., 

communication would start through the management 

application, which would address a server. Server would 

receive a command which needs to be executed and 

forward it over a network to a central device. Central 

device would translate the command into the command 

for a specific device and forward it for execution through 

local central device if it exists. For each command it is 

necessary to provide the confirmation that it is realized. 

Feedback should be returned from the local to the central 

device in the home, and then to the server, which would 

send it to the application to confirm the user that it has 

been successfully executed. 

 
Image 5: Smart home example 

 

Communication between central device and peripheral 

devices should be a compromise of price, quality and 

conditions that are present in the given case. By using a 

wired connection confidence would be achieved, while 

the security would be increased by using cryptography 

algorithms. 

 

Regarding the security of the central device, it should 

have X.509 encryption standard implemented. Also, it 

very important to enable all devices that are capable of 

encrypting communication to be updatable since “you 

can’t secure what you can’t update”. A very common 

mistake is a firmware update via HTTP protocol which is 

not secured and in that way could inflict some kind of 

damage in case there is a backdoor.[6] 

6. CONCLUSION  

The approach presented in this paper is aimed to propose 

a way to reduce the price of devices that we manage. In 

addition to price, their complexity decreases, and a central 

device is introduced. The possibility of protection 

increases while greater functionality for all devices is 

provided. 
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1. INTRODUCTION  

As the number of physical objects connected to the 

Internet increases the idea of the Internet of Things (IoT) 

is realized, which improves the quality of life and plays 

an important role in other domains and environments such 

as traffic and transportation, health care, industrial 

automation, and emergencies such as natural disasters. 

IoT allows physical objects to "see, hear and think" and 

perform tasks by interacting with each other, sharing 

information and coordinating decisions. The 

transformation of these objects from traditional to smart is 

performed by the utilization of their fundamental 

technologies such as embedded devices, sensor networks, 

Internet protocols, applications, and so on. Smart objects 

along with their functions make domain of specific 

applications (vertical market), while the overall 

computing and application services form application 

domain with independent services (horizontal market) [1]. 

Expectations of IoT in the future are directed to 

significant consumer and business applications, better 

quality of life and to help the growth of the world 

economy. To keep up with this potential, service 

applications must grow in proportion to the market 

demand and customer needs. Devices must be designed to 

meet the users' requirements in terms of the availability of 

"anywhere, anytime". Also, new protocols are needed for 

compatibility between heterogeneous objects (vehicles, 

telephones, equipment, etc.). 

Standardization architecture will serve as the backbone 

for IoT to create competitive environment for companies 

to create quality products. Furthermore, it is necessary to 

adapt the traditional Internet architecture to match the IoT 

challenges. Because of the large number of devices 

connected to the Internet, use of a large address space 

becomes necessary to meet the users' needs for smart 

objects. Security and privacy are another crucial 

requirements for IoT because of the heterogeneity of 

objects connected to the Internet and their ability to 

monitor and control physical objects. Also, monitoring 

and management are essential to ensure the delivery of 

high quality services to customers at reasonable price. 

The global expansion of IoT environment requires from 

Internet service providers to provide quality of service for 

the combination of Machine-to-Machine (M2M), Person-

to-Machine (P2M) and Person-to-Person (P2P) traffic 

flows. 

This paper is outlined as follows. We first introduce the 

general security requirements in IoT environment. We 

summarize typical security treats over the corresponding 

IEEE (Institute of Electrical and Electronics Engineers) 

standards. Secure IoT communication at the network layer 

is introduced in the next session. Then, we deal with 

secure routing for IoT applications. Finally, secure IoT 

communication at the application layer is pointed out. 

Proposals for future work conclude the presentation. 

2. SECURITY REQUIREMENTS 

Professional societies responsible for standardization in 

the field of information and communication technology 

such as IEEE and IETF (Internet Engineering Task Force) 

create new communication and security protocols that 

will play a key role in facilitating future Internet of 

Things (IoT) applications. Technical solutions are 

achieved in accordance to the limits and characteristics of 

the devices and wireless communications and are 

designed to guarantee interoperability with existing 

standards on the Internet and communication with other 

entities in the context of future IoT applications. 

Available communication protocols designed by the IEEE 

and IETF make the protocol stack shown in Figure 1. 

Communication low energy on the physical and Media 

Access Control (MAC) layer is supported by IEEE 

802.15.4 standard, which sets the rules for communication 

in the lower layers of the protocol stack and sets the basic 

for upper-layer protocols. 

The environment in which communication takes place 

with low energy consumption using IEEE 802.15.4 saves 

most of 102 bytes of data for higher layers of the protocol 

stack, much lower than MTU (Maximal Transmission 

Unit) of 1280 bytes, which is necessary for Internet 

Protocol version IPv6. Low power Wireless Personal 
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Area Networks (6LoWPAN) adaptation layer addresses 

this aspect by allowing the transmission of IPv6 packets 

over IEEE 802.15.4 and implements mechanisms for 

fragmentation and de-fragmentation package [2]. 

Routing over 6LoWPAN is supported by protocol RPL 

(Routing Protocol for Low power and Lossy Networks) 

[3]. Constrained Application Protocol (CoAP) supports 

communication at the application layer. This protocol is 

currently being designed by the IETF to enable 

interoperability [4]. 

 

Figure 1: Internet of Things protocol stack 

Security mechanisms are designed to protect 

communication with the above protocols. They must 

ensure communication in terms of confidentiality, 

integrity, authentication and non-repudiate flow of 

information. 

Other security requirements should also be taken into 

account, for example Wireless Sensor Networks (WSN) 

environment may be exposed to attacks originating from 

the Internet, such as Denial of Service (DoS). In this 

context, the availability and flexibility are crucial 

requirements. The mechanisms for the implementation of 

protection against attacks on the fragmentation of the 

6LoWPAN adaptation layer are also necessary. Other 

relevant security requirements include privacy, 

anonymity, responsibility and reliability, which are 

fundamental to the social acceptability of IoT 

applications.  

IEEE standards facilitate platform rules for new 

technological developments. This is also the goal of IEEE 

802.15.4 standard and as shown in Figure 1, a 

communication protocol stack for IoT uses this standard 

to support communications with low energy consumption 

to the physical and MAC layer. IEEE 802.15.4 supports 

communication speed of 250 kb/s on short range of about 

10 m. The original standard from 2006, updated in 2011 

with amendments including IEEE 802.15.4 [5], specifies 

additional physical layers. The version e of this standard 

enables additional modifications to the MAC layer to 

support time-synchronized multi-hop communications. 

 

2.1. Communication at the physical layer  
 

Due to its suitability for use in wireless communication 

with low power consumption, this standard sets the base  

for the design of standardized technologies such as 

6LoWPAN or CoAP at higher layers. Although this 

technology has already been confirmed, industrial 

solutions are not designed to support Internet 

communication between sensor devices. ZigBee defines 

application profiles that have home automation and smart 

energy as the target zone, while the IEEE 802.15.4 is 

designed to support critical industrial applications. 

IEEE 802.15.4 radio-frequency transceiver controls 

sensors, channel selection and signal power. The standard 

supports 16 channels in industrial, scientific and medical 

band which is 2.4 GHz. Reliability is achieved by using 

spread spectrum techniques with direct sequence (DSS), 

Ultra-Wideband (UWB) and Chirp Spread Spectrum 

(CSS) modulation techniques. DSS is presented in the 

original version of the IEEE 802.15.4 standard from 2006, 

while UWB and CSS are included in 2007. The main 

objective of these modulation techniques is to achieve 

reliability of transmitted information so that it occupies a 

wider frequency range with a lower spectral density of 

energy in order to achieve less interference between 

frequency bands, and improvement of the signal/noise 

ratio (SNR) at the receiver. In this standard, security is 

only available at the MAC layer. 

 

2.2. Communication at the MAC layer  
 

MAC layer controls, in addition to data services, 

operations such as access to a physical channel, network 

monitoring, checking the box, guaranteeing time slots, 

connectivity and security framework. Standard includes 

different sensor devices according to their ability and 

roles in the network. Full-function device (FFD) is able to 

coordinate the network devices, while reduced-function 

device RFD is able to communicate only with FFD or 

RFD devices. Using RFD or FFD, IEEE 802.15.4 can 

support network topologies such as peer to peer, star and 

cluster networks. IEEE 802.15.4 devices can be identified 

using a 16-bit (limited environment) or Extended Unique 

Identifier 64-bit identifier (IEEE EUI-64). 6LoWPAN 

adaptation layer provides mechanisms for mapping 

Internet standard IPv6 address in 16-bit and 64-bit 

identifiers. 

In terms of formatting the transmitted data, the IEEE 

802.15.4 standard defines four types of frames: frames 

with data, check boxes, beacon frames and MAC 

command frames. The issue of collisions during data 

transfer is solved by using Carrier Sense Multiple Access 

with Collision Avoidance(CSMA/CA) access method or 

alternatively a coordinator may establish super frame in 

which applications with pre-set requirements for the 
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scope can reserve and use one or more exclusive time 

slots. In this case, the beacon frames act as super frame 

boundaries and provide synchronization to other devices, 

and configuration information. 
 

2.3. Communication with jumping between channels 

at the MAC layer 
 

Single communication channel provided by the current 

version of the IEEE 802.15.4 standard can be 

unpredictable in terms of reliability, particularly in multi-

hop scenarios and therefore is not well suited for 

applications with time constraints. To overcome this 

problem, the IEEE 802.15.4 supports multi-hop 

communication by introducing techniques in the form of 

Time-Synchronized Mesh Protocol (TSMP). TSMP 

protocol uses time-synchronized frequency hopping 

between the channels in order to cope with the effect of 

weakening multiple propagation paths, and external 

interference. 

The mechanisms defined in IEEE 802.15.4 will be part of 

the next revision of the IEEE 802.15.4 standard and as 

such open the way towards the use of communication 

technologies in the context of time-critical applications. 

Devices in an Appendix to this standard are synchronized 

to slot the frame structure, whereas a group of slots is 

repeated over time. For every active slot, the schedule 

gives an indication to the neighboring device regarding 

communication and channel offset. Although the standard 

IEEE 802.15.4 provides a definition of how the MAC 

layer executes the schedule, it does not define how such 

an arrangement is made. Hopping between the channels 

also requires synchronization between the devices, which 

may be based on the certificate, or the context. In the first 

case, the receiver calculates the difference between the 

expected arrival of time frames and its real time and 

transmits this information to the sender in the relevant 

certificate, thus allowing the sender to synchronize its 

clock to the receiver clock. In the second case, the 

recipient only adjusts his clock with the same difference, 

thus synchronizing with the clock of the sender.  

 

3. SECURITY OVER IEEE 802.15.4 
 

The version of this standard from 2011 allows security 

services to the MAC layer, which despite being designed 

to provide a communication link layer, provides suitable 

security mechanisms designed to higher layers of the 

protocol stack.  

 

Security modes: IEEE 802.15.4 standard supports various 

security modes to the MAC layer, which are described in 

Figure 2. The available security modes differ in 

guarantees for security and amount of data. 

 

 
 

Figure 2: Various security modes  

 

 Confidentiality: security currently defined by IEEE 

802.15.4 is optional, an application can be defined for 

the security of other layers of the protocol stack. For 

applications that require the confidentiality of 

communications at the link layer, transmitted data 

can be encrypted using Advanced Encryption 

Standard(AES) in counter mode, ie. using AES-CTR 

(AES-Counter) security mode, with 128-bit keys for 

support. 

 Authenticity and integrity of data: applications that 

require authenticity and integrity of communication 

link layer can use the security mode AES with 

Cypher Block Chaining (CBC), producing code for 

message integrity (MIC) or message authentication 

(MAC) which is added to the transmitted data. 

Security techniques that support are AES-CBC-

MAC-32, AES-CBC-MAC-64 and AES-CBC-MAC-

128. That algorithms differ in size code integrity. 

This code is created on information from the 

802.15.4 MAC header plus user content and in such 

security modes user content is transmitted 

unencrypted. 

 Confidentiality, authenticity and integrity of data: 

CTR and CBC modes can be used for joint use of 

counter. They can be combined with CBC-MAC 

AES/CCM (Counter with CBC-MAC) mode for 

encryption, which is the standard used to support 

confidentiality, data authenticity and integrity of 

communications at layer connections. This mode is 

supported in some sensor platforms. Security modes 

are AES-CCM-32, AES-CCM-64 and AES-CCM-

128, which differ in size of MIC code that 

accompanies each message. AES-CCM modes 

require the transfer of all fields relating to security.  

 Semantic security and protection against attacks on 

the feedback messages: field counter frame and 

control key sub-headers can be set by the sender, and 

they support security in semantic terms and protect 

feedback messages in all IEEE 802.15.4 security 

modes. Counter frame sets a unique message ID and 

the field of control keys is controlled by the 

application, which can be incremented by the 

moment when it exceeds the maximum value of the 
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counter frame. Parts of the original package are sent 

in blocks with 16 bytes, where each block is 

identified by its own counter. They support semantic 

security and protect feedback messages, whereas 

each block is encrypted using a different initialization 

vector (IV). 

 Mechanisms of access control: IEEE 802.15.4 

standard also provides functional access control, 

allowing the sensor device to use the address of 

origin and destination of the frame, finds information 

and security mode that are necessary to ensure the 

message. Radio chips storage device access control 

lists (ACL) to a maximum of 255 entries, each of 

which contains information necessary for the security 

of communications for each device individually.  

 Security for a time synchronized communication: 

IEEE 802.15.4 adopts protection of feedback 

messages and semantic security time synchronized 

network communications, as described. Appendix 

also defines the ability to use zero or 5-byte value of 

the field counter frame. In the second case, the value 

of this field is set to a global Absolute Slot Number 

(ASN) network. ASN stores the total number of time 

slots that have expired and is associated with the 

devices that are already on the network, thereby 

allowing new devices to be synchronized. In order to 

enable the use of ASN, the standard introduces 

modifications to fields of security control. 

  

4. SECURE IOT COMMUNICATION AT 

NETWORK LAYER  

The fundamental characteristic of the Internet architecture 

is that the packages enable transfer between networks 

using heterogeneous technologies, whereas the 

mechanisms required for the transport of IP packets over 

specific technology are defined in the relevant 

specifications. The IETF working group IPv6 over 

6LoWPAN was formed in 2007 to specify transport of 

IPv6 packets over wireless networks such as low-power 

IEEE 802.15.4.  

6LoWPAN is a key technology that supports Internet 

communications in IoT environment. Its adaptation is a 

good example how multi-layered mechanisms can enable 

standardized communication protocols for the IoT and 

IPv6 communication "from end to end" between IoT 

sensor and similar Internet entities. That way provides the 

required support for development of IPv6-based 

applications for the IoT. Characteristics of the IEEE 

802.15.4 determine the use of optimized mechanisms to 

the adaptation layer. 

 

4.1. LoWPAN format frame and header compression 
 

As illustrated in Figure 1, the IEEE 802.15.4 supports 

communications at the physical and MAC layer, which 

allows the transfer of data communication protocols to 

higher layers of the protocol stack. In the absence of 

security at the link layer, contents for protocols on the 

higher layers of the stack are limited to 102 bytes. 

6LoWPAN adaptation layer optimized the use of limited 

space for user content by compressing packet headers and 

also defines mechanisms to support operations required 

for IPv6, in particular for the detection of neighbors and 

auto-configuration address. All 6LoWPAN encapsulated 

datagrams (IP packets) that are transferred via the IEEE 

802.15.4 MAC frame. The field "type", which occupies 

the first two bits of the header, identifies each 6LoWPAN 

header and the standard currently defines four types of 

headers: 

 

1) Headers without 6LoWPAN: indicate that given 

package is not intended for 6LoWPAN processing, thus 

enabling co-existence with devices that do not support 

6LoWPAN; 

 

2) Distributed headers: support IPv6 header compression, 

multicast and broadcast communication link layer; 

 

3) Headers with mesh addressing: support forwarding of 

IEEE 802.15.4 frames at the link layer, as is required for 

the formation of a multi-hop network; 

 

4) Headers with fragmentation: support fragmentation and 

de-fragmentation that are required for transmission of 

IPv6 datagrams over IEEE 802.15.4 networks. 

 

The presence of each 6LoWPAN header is optional and 

the header must appear in a particular order, starting with 

the mesh addressing, then broadcast, fragmentation and 

distributed header. Support of 6LoWPAN 

communications is possible by using Bluetooth low 

energy, Digital Enhanced Cordless Telecommunications 

with Ultra Low Energy (DECT-ULE), ITU-T G.9959 and 

Near Field Communication (NFC). 

 

4.2. Security over 6LoWPAN 
 

• Identification of security defects: Request for Comments 

(RFC) document 4944 [6] is engaged in a discussion 

about the possibility of falsification or accidental 

duplication of (EUI-64) address, which can lead to the 

endangerment of global unique 6LoWPAN interface 

identifiers. The document also suggests that the detection 

of neighbors and the mesh routing mechanisms in the 

IEEE 802.15.4 environment are susceptible to security 

threats. AES link layer may provide the development of 

mechanisms for protection from such threats, especially 

for very limited devices. Discussion concerning security 

in RFC 6282 [7] focuses on the security problems posed 

by use of the mechanisms taken from RFC 4944 and 

security mechanisms using MIC codes are recommended. 

• Identification of security requirements and strategy: 

RFC 4919 information consider addressing the different 

layers of the protocol stack, and the best approach 

depends on the required applications and limitations of a 

particular sensor device. Document also identifies the 

possibility of applying security at the network layer using 

IPsec protocol. Document RFC 6606 provides useful 

guidance in the design of specific approaches for routing 

and emphasizes the importance of addressing security and 
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utility of AES/CCM available at IEEE 802.15.4 sensor 

platform. The document also stresses the importance of 

designing security mechanisms that are able to adapt to 

changes in network topology and devices, before use of 

static security configuration. The essential are time 

synchronization, self-organization, provision of data and 

multi-hop routing of control packets. RFC 6775 deals 

with the optimization of enabling operation of discovering 

neighbors in 6LoWPAN environment. 

 

5. SECURE ROUTING WITH RPL 

PROTOCOL   

 

The working group of the IETF Routing over networks 

with low power losses was formed in order to solve the 

routing problem for IoT applications. Instant access 

routing in 6LoWPAN environment is materialized in the 

form of RPL protocol, whose internal operations and 

security mechanisms are discussed. 

The adoption of appropriate strategies for routing the 

6LoWPAN environments is a huge challenge due to 

different specifications for each application and 

limitations of used sensor devices. The consequence of 

this assumption is that RPL's routing must rinse the 

requirements of individual applications and the 

appropriate RFC document for each application 

(examples of RFC documents include RFC 5548 [8] for 

the city's low-power applications, RFC 5673 [9] for 

industrial applications, RFC 5826 [10] for applications of 

home automation and RFC 5867 [11] for applications of 

building automation).  

RPL forms Destination Oriented Directed Acyclic Graph 

(DODAG) that has been identified for each source device 

and calculates the price of links. It is responsible for some 

features of nodes, information on the status of the node 

and the objective function. The topology is based on a 

ranking metric, which encodes the distance of each 

reference node, as defined by an objective function. RPL 

is designed to support three fundamental traffic 

topologies: Multipoint-to-Point, Point-to-Multipoint and 

Point-to-Point. 

Current RPL specification recognizes the importance of 

protective mechanisms. It should provide routing of 

messages exchanged between the sensor device, so that 

RPL defines secure versions of various control message 

routing, as well as three security modes: 

 

 Unsecure - in this mode, security is not applied to the 

control message routing, and this is the common 

mode used in RPL; 

 

 Preinstalled - this security mode can be used by 

devices that use a preconfigured symmetric key to 

join the existing RPL instances, as a host or as a 

router. This key is used to support the confidentiality, 

integrity and authenticity of data to check control 

messages for routing; 

 Confirmed - this security mode is suitable for users 

that operate as routers. The device can initially be 

connected to the network using preconfigured and 

preinstalled key security mode, and then a different 

cryptographic key is obtained with which it begins to 

function as a router.  

6. SECURE IOT COMMUNICATION AT 

APPLICATION LAYER  
 

Communication at the application layer is supported by 

Constrained Application Protocol (CoAP) [4], which is 

created by the working group CORE (Constrained 

RESTful Environments) IETF. 

CoAP protocol implements a set of techniques to 

compress metadata without compromising interoperability 

and in accordance to the Representational State Transfer 

(REST) architecture network. CoAP is defined for 

communication over User Datagram Protocol (UDP) 

6LoWPAN, while Transmission Datagram Protocol 

(TCP) is still in development. 

Communication at the application layer enables IoT 

sensor applications interoperability with existing web 

applications without requiring special application-

oriented-code or mechanisms for translating the address. 

CoAP restricts Hypertext Transfer Protocol (HTTP) 

syntax on a subset adapted limitations of 6LoWPAN 

sensor device and can be separated to allow 

communication between users, applications and such 

devices, in the context of IoT applications. CoAP protocol 

provides a request/response communication model 

between the end-points and applications to use key 

concepts of networks, in particular the use of Uniform 

Resource Identifier (URI) to identify resources available 

on a limited sensor devices. The protocol can support 

communication "from end to end" at the application layer 

between the limited sensor devices and other Internet 

entities, using only CoAP or alternatively translating 

HTTP to CoAP to reverse or direct gateway. 

Messages within the CoAP protocol are exchanged 

asynchronously between two end-points, and are used to 

transfer CoAP requests and responses. Since these 

messages are transmitted over unreliable UDP protocol, 

CoAP allows simple mechanisms for reliability. By using 

these mechanisms, CoAP messages can be marked as the 

check for which the sender triggers a simple "stop and 

wait" re-transmission mechanism with exponential back-

off strategy of withdrawal. The recipient must confirm the 

appropriate message or to reject it using the reset 

message. Appropriate check and reset messages are 

associated with a confirmation messages via message ID, 

along with the address of the corresponding end-points. 

CoAP messages can also be transferred from the lower 

reliability and in this case the recipient does not confirm 

that he has received the message. 

In addition to a core set of information, most of the data 

in the CoAP are transmitted using this option. Options 

may be critical, secure and unsecure. Critical option is the 

obligate end-point, while elective end-points may be 
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ignored or not recognized. Secure and unsecure options 

specify how the option will be processed by the 

intermediate entity. Unsecure option must be accepted by 

the proxy server to be transmitted, while the secure option 

is forwarded even if the proxy is not able to process it. 

CoAP header and the message format are shown in Figure 

3. The message starts with a 4-byte fixed header, formed 

by a version field (2 bits), the T-field (message type, 2 

bits), token length field (4 bits), field code (8 bits) and the 

message ID (16 bits). Token allows the entity to perform 

an operation connecting CoAP requests and responses, 

and the message ID supports detection of duplication and 

optional reliability. 

 
 

Figure 3: CoAP header and message format  

 

6.1. CoAP security 
 

CoAP defines connection with Datagram Transport-Layer 

Security (DTLS) to provide CoAP messages with certain 

minimum modifications in order to accommodate limited 

environments. DTLS supports confidentiality, 

authentication, integrity, non-repudiation and protection 

against attacks on the feedback messages and for 

communications at the application layer using the CoAP. 

The adoption of DTLS implies that security is supported 

at the transport layer. DTLS is essentially Transport-

Layer Security (TLS) with improvements for unreliable 

nature of UDP communication. 

The impact of DTLS on wireless sensor devices exists 

thanks to the support of initial protocol handling and 

security for each exchanged CoAP message. AES/CCM 

was adopted as a cryptographic algorithm to support the 

essential requirements for security in the current CoAP 

specification. The directed activity against attack response 

can also be achieved in the context of DTLS, using a 

different current value for each package provided by 

CoAP. 

Security modes in CoAP are defined as annexes adopted 

by DTLS. CoAP currently defines four types of security 

modes that applications can use, and they differ in the 

way the negotiations take place around the key and 

authentication: 

 

 Disable security: this mode in practice does not allow 

the use of secure CoAP transmitted messages; 

 

 Advance prior assigned keys: this security mode can 

be used for sensor devices that are pre-programmed 

using symmetric cryptographic keys. They are 

required to support secure communication with other 

devices or group of devices. This mode is suitable for 

applications that use devices that cannot support 

public keys. Applications can use one key by the 

target device or in the extreme case, one key group of 

destination devices. 

 

 Original public key: This security mode is suitable 

for devices that require authentication based on 

public key, but cannot participate in the public key 

infrastructure. The device has an identity created 

from public key and leaves identity and public keys 

of nodes with whom it can communicate. This 

security mode is defined as mandatory for the 

implementation of the CoAP. 

 

 Certificates: This security mode also supports 

authentication based on public key, or for 

applications that can take part in the chain of 

certification. 

 

7. CONCLUSION  
 

The aspect of IoT security is processed through the layers 

on the protocol stack. It can be concluded that the security 

solutions for IoT are based on solutions proven in 

traditional networks, with suiting limitations of connected 

devices and the complexity of IoT applications. The 

problem of authentication may also be pointed out as a 

challenge that will engage experts in the field of IoT in 

the future. Today's development has often the focus on 

the application and the expense of protection against 

abuse of the collected data. 
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Abstract: In this work it will be showen algorithm written in pseudo-code presented for each funcionality that device 

posses, becides algorithm device will be showen throw many figures how the model is made, how cross-state look like and 

how it is constructed. In details will be presented  what are possible advantages and benefits, what is qualitative jump in 

Health Care system, precicely in birth places as part of Health Care system worldwide. Possible wireless comunnication 

and storage types for fingerprint dana scanned from mother an baby together at moment of birth and generated unique ID 

reference, which will be encrypted and that dana will guarantee parenthood - maternity in 100% over every new born 
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1.  INTRODUCTION  

There are various definitions of Algorithm1 in different 

science filds and disciplines. As for a computer science 

algorithm, it is a step by step set of commands, 

instructions  and operations that are going to be 

performed. The purpose of aglorithms is to provide 

calculation, the automatisation of actions and  data 

processing. 

An algorithm is a set of steps as explained. One has to 

learn how to make algorithms using pseudo-code or real 

code and that is why people who delelop algorithms need 

to have programming knowledge. [1] 

                                                           
1  Algorithm – “Was al-Khwarizmi an applied algebraist?", 

Oaks, Jeffrey A, University of Indianapolis. Retrieved 

2008-05-30.   

 If you want to optimize your algorithms, then you have to 

possess the knowledge of mathematics as well. In the end, 

you have to have some basic knowledge about all that, 

since it represents a combination of various knowledge. 

[2] 

Good news is that learning about algorithms can be as 

simple as you want it to be, and as easy as you are able to 

aquire. [3] 

 If you want to optimize your algorithms, then you have to 

posses the knowledge of mathematics as well. In the end, 

you have to have some basic knowledge about all that, 

since it represents a combination of various knowledge.  

In an attempt to solve a large human  issue and remove 

bad shadow from possible past events in many countries, 

i.e. stealing or replacing the identity of new born babies, 

also preventing that kind of fear that all future mothers 

mailto:Komlen.Lalovic@its.edu.rs
mailto:Jnikolic@fil.bg.ac.rs
mailto:Ivan.tot@va.mod.gov.rs
mailto:Office@GoldenMind.rs
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have, and make that bright moment  of bringing new life 

to this world easier and more relaxed to gynecologists, 

midwifes and nurses, this Patent device – Device for 

biometric identification of parenhtood – maternity and 

this algorithm as the part of its software have been 

developed. 

This work presents all the funcitions that the device 

possesses. The figures show how the model is made, how 

cross-state looks like, how it is constructed and 

implemented,what are possible advantages and benefits 

and what is a qualitative leap in Health Care system, 

precicely in maternities worldwide. The possible wireless 

comunnication and the storage types of fingerprint data 

are scanned from a mother and a baby at the moment of 

birth, simultaniously, and the unique ID reference is 

generated, which will be encrypted and will guarantee 

maternity of every new born baby with the probability of 

100%.  

The invention, generally, placed in filed applied 

Information technology, biometry system. Device makes 

a unique Identification (ID2) reference and that reference 

will be the Identifier for each “mother-baby relationship” 

for every newborn baby in maternities. [4]  

According to the International classification of Patents, 

this patent is classified with a symbol G06F21/00 which 

belongs to the biometry systems – devices for fingerprint 

scanners. 

2.  MATERIAL AND METHODS  

Technical issue which needs to be set, examined and 

solved with this Algorithm of the Patent device consists 

of three partial task as follows: 

- Writing one optimal algorithm for emulating and 

executing every function that device for biometric 

identification of maternity- parentooh possesses. In future, 

the realization will give  recommendations for traversing 

that pseudo-code in accurate programing language, 

probably C programming language, since it has to be 

structural and low level, not OO and high level 

programming language as it is JAVA or C++ . It is very 

important that the algotithm realization is applicable for 

each existing platform including hardware and software, 

                                                           
2    ID – IDENTITY (unique data for each fingerprint scanning 

process) 

and C programming language is a proper choise for that. 

[3] [4] 

Beside its common purpose and scanning two fingers of 

different persons at the same time it will provide a unique 

ID reference (similar Primary Key) which will be the base 

for every pair of a scanned mother-baby pair. [5]   

3.  EXPERIMENT  

According to modern well known technical devices – 

fingerprint scanners which use different algorithms and 

methods in their process of work to determine the identity 

of individuals. 

After having searched through the National base of 

Patents similar devices with this  aim were not found, 

concretely dual biometric scanners, which contain their  

own lighting, battery supply and none of the Patents 

consider this idea and solution in this way, with dual 

biometric scanner.  

Existing devices scan one or more fingers of one person 

only, we are emphasizing the fact that it is only one 

person, and there are no fingerprint scanners which scan 

fingers of two different persons at the same time using 

one device, especially not devices which make unique ID 

reference during scanning which will be connected with 

the record of fingerprint scanned and stored data.  

In the issued Patent confirmation П-2009/0253, 

International classification G 07 D7/12 (2008.04) a device 

named “Hand mobile device for checking travel and 

personal documents, reading biometric data and face 

recognition of persons which carry those documents” is 

described, only one function of the device is scanning the 

fingerprint of one person at one moment. [6] 

 

4.  DISCUSION  

Also in the issued Patent confirmation 13848069.4 dated 

April 2, 2013, with remark WO2014059761 and 

classification G06F21/00, we can meet with classic  

scanner named “Fingerprint identification device”, where 

is completely described device which has a function of 

scanning and gives us data about the fingerprint of person 

(extractor software for minutiae3). [1] 

                                                           
3 Minutiae – fingerprint specific points visible on a finger 

image 
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However, this device does not have two fields for 

simultaneous scanning the fingers of two different 

persons, which at the same time generates unique 

unchangeable ID reference  and is an  additional 

guarantee of a person’s identity and guarantee the of 

Parenthood  of  baby – precisely the maternity of a new-

born baby.  

Essence of innovation is dual biometric scanner has two 

fields for scanning fingerprints of a mother and the baby 

or two babies (one after another) if they are twins, or three 

or more, simultaneously, at the very moment of birth. 

Precisely one field is larger with the classic scan 

resolution of 500 dpi and the second filed is physically 

smaller but with larger scan resolution – of minimum 

1000 dpi so it can make scan of a baby fingerprint that is 

very small.  

Science fact, or rather an axiom, in biometry as a branch 

of Advanced security systems, Discipline - Informatics 

and Computing, Science Field - Natural Sciences and 

Mathematics, is that fingerprint is formed during prenatal 

period for every fetus and stays constant in the shape of 

minutiae during whole life. [1] 

According to many researches realized on fingerprints of 

fetus, ultra waves and biometry scanning the minutiae on 

each finger are formed by the end of 7th month of 

pregnancy. It is important to mention that babies who are  

born before regular time of birth, during 8th, and 

especially by the end of 7th month of pregnancy have 

fingerprint on each finger, both hands and foots fingers 

already formed. [1] 

This scientific fact is essential for this device, this 

research and the realization or the Project that will 

provide a qualitative leap in gynecology and midwifery 

and nursing in every maternity all over the world.  

This is essential because minutiae – ridges and valleys are 

the only biometry that is formed prenatally and it can be 

used for the purpose of guaranteeing biometry identity. 

The whole idea for Patent Innovation is based on this 

scientific fact confirmed by both biometry system as 

Computer science and gynecology – midwifery as a 

branch of HealthCare protection system. [1]  

Other biometrics such as Iris recognition is unstable, 

because until 4th year the pigmentation in children’s eye is 

changing and becoming different. The shape and color   

both change which makes it impossible to be used for this 

purpose and for this goal.   

The head, hand and body shape and size are rapidly 

changing since they normally grow up so it is obvious 

why they cannot be used. That is why this incredible 

scientific fact that fetus’s fingerprint is formed prenatally, 

by the end of 7th month in a uterus of a pregnant mother 

and stays constant with the same construction of minutiae, 

is so great that is amazing.[1]  

There are a large number of various fears during birth 

process, both of mother and of people in medical Care 

system in maternity. Reading and learning on study which 

was made in Australia and New Zealand from 2009 until 

2011 and 17 workshops with over 700 midwives this 

device can prevent a part of one of those big fears – 

dealing with unknown (33 Fears). [7] 

The data received during the process of fingerprint 

scanning of a mother and the baby, together with unique 

ID reference is encrypted and stored on the device’s 

memory or on a server in encrypted form. The device 

shall never be left opened and available for public, and 

only authorized nurses, doctors and midwifes shall have 

contact with it in maternities.  

During every next process of scanning when the 

confirmation of parenthood, precisely maternity shall be 

confirmed for each pair – person with the baby, the 

authorized person-representative of a maternity and the 

mother shall enter PIN4 code that only they possess for 

their data. [8] 

The change of stored data will be disabled and identity of 

a new born baby is guaranteed 100% and there is no 

possibility of making mistake during this process with the 

Patent device. 

 At any time it is possible to check parenthood and 

maternity of every baby in each maternity worldwide. 

Information stored on the device or server with it’s 

backup copy are always in encrypted form and there is no 

possibility of corrupting or deleting this data. Just the 

possibility of archiving data is enabled after the 

confirmation of the mother that everything is fine and 

after this pair (mother-baby) leaves the maternity. That is 

the moment when proving the guarantee of maternity is 

no longer necessary. [9] 

                                                           
4 PIN – Personal Identification Number 
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It prevents any possible theft or replacing the  baby’s 

identity, which has unfortunately being probably 

happened at some places and parts of the World, 

especially in South-East Europe, in the Balkans, countries 

of former Yugoslavia. Now the device will guarantee, 

prove and serve as the evidence of maternity of newborn 

babies.  

The inventor of the Patent has taken maternity 

symbolically because the maternal instinct is the strongest 

instinct in nature.  

The application of the device is universal, on every 

Continent and Country, and there are no restrictions on 

the use. It requires basic IT equipment – PC, Server and 

this Patent device which is a dual biometric fingerprint 

scanner. The price of the device is not high and it can be 

installed in every maternity in the Heath care system of 

each Country. [10] [11] 

Benefits of the patent device: 

- proof and evidence of parenthood for every newborn 

baby 

- no possibility of replacing or stealing identities of 

newborn babies 

- its own energy supply with batteries or an adapter 

connector with DC supply 

- small size, low weight and portability - good price 

quality ratio, environment friendly - wide range of 

application and usage. 

 

5.  RESEARCH & DEVELOPMENT 

For better understanding of functionality and usage of the 

device and its practical realization there is figure 3 that 

show the device in various views and cross-section of the 

Patent device. [12] 

Figure 1 shows Algorithm1-Algorithm for determination 

of Identity of Parenthood – Maternity and new scan of 

minutiae. It starts after powering device On and choosing 

option 1 on device display. After starting device and 

choosing option 2, software initializes Agrogithm2 – for 

checking identity of parenthood-maternity. [13] 

 

Figure 1: Data acquisition 

Figure 2 shows all functionality, logic and behavior of 

this algorithm. Based on figure preview the conclusion 

can be derived about the possible usage of both cases and 

a sequence diagram of procedures and activities of 

software. 

 

 

Figure 2: Data verification 

 

Figure 3 shows the device for biometric identification of 

maternity in whole with digital display, switch and two 

fields for fingerprint scanning. [14] 

The figure contains  remarks as follows: 
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Figure 3: Device overview 

 

 

 

 6.  FURTHER DEVELOPMENT 

Software Algorithm of Device for biometric identification 

of maternity-parenthood is realized in pseudo-code in this 

work. It is also shown in details in figures 1 and 2 which 

show the essence of idea and programming. In future 

development it can be written in concrete programming 

language such as C. 

Also, it can be a part of a much larger Health Care system 

regarding small children in pediatric institutions, where 

the device can provide basic data about possible allergies 

of each child and can improve that part of health care 

system globally. 

7.  CONCLUSION 

Its essence it can share and spare on different ways in 

different areas of social and Health Care systems. It is 

modular, it can be updated and what is most important, it 

can be a base for some future development in the area of 

biometry systems. The device can be applied in dozen 

countries in a fight against the organized crime and help 

prevent thefts or replacements of newborn babies, 

especially in territories with low IT infrastructure and 

technological development.  

Each biometry tries to minimize FAR5 and to maximize 

FRR6 in attempt to be much more accurate and secure. 

FAR and FRR are percentage of number of false in 

                                                           
5 FAR – False Accept Rate 

6 FRR – False Reject Rate 

acceptance or reject rate in Biometry. This device has 

accomplished that part since it combines two scanned data 

and its accuracy grows exponentially.  

In modern countries it can provide a totally new quality of 

Health Care service, also help the staff in maternities, 

make process of birth much easier, relax in some way, for 

both future mothers the gynecologists, midwives, nurses, 

to put it short lines - for everybody. Baby has his own ID! 

 

ACKNOWLEDGMENTS 

Authors want to thank all people of good and open mind 

who helped this Patent – Innovation become very 

important and popular in the Republic of Serbia. A great 

thank you to all written media such as: Lepota i zdravlje, 

Lisa magazine, Ilustrovana politika, ALO magazine and 

Televisions with National frequency: RTS – Beogradska 

hronika, RTV Prva, RTV Pink and Regional TV Stations 

such as: TN N1, Kopernikus, YU EKO RTV Subotica. A 

special thank you to people who work at the Institute for 

Intellectual Property of the Republic of Serbia, MSc Saša 

Zdravković and nd the greatest thank to pregnant oman 

Jellena Lalović and baby Stefan. 

 

REFERENCES 

[1]  Handbook of biometrics, Anil K. Jain-Michigan State 

University, USA, Patric Flynn-University of Notre Dame, 

USA, Arun A. Ross-West Virginia University, USA 

(2008), Sringer, USA 

[2] Milosavljević, M., Grubor, G. (2007): Osnovi 

bezbednosti i zaštite informacionih sistema, Fakultet za 

poslovnu informatiku  – University of Singidunum, 

Belgrade, Serbia 

[3] C PROGRAMMING TUTORIAL, Simply Easy 

Learning available on URL - 

http://www.tutorialspoint.com/cprogramming/cprogramm

ing_tutorial.pdf 

[4] JAVA 7EE TUTORIAL, 

http://www.tutorialspoint.com/java/java_decision_making

.htm 

[5] http://www.epo.org/index.html 

[6] http://www.zis.gov.rs/pocetna.1.html 

http://www.zis.gov.rs/pocetna.1.html


 

71 

 

 [7] What do midwives fear? Authors: Hannah Grace 

Dahlen, Shea Caplice, Published Online: July 24, 2014 – 

Elsevier, Women and Birth, Journal of Australian College 

of Midwives 

[8] http://neurotechnology.com 

[9] Before We Are Born, 9th Edition, Authors: Keith 

Moore, T.V.N. Peraud, Mark Torchia, Elsevier UK, 

Saunders, ISBN: 9780323313377, 2014 

[10] NIST publishes compression guidance for 

fingerprint, Journal Elsevier - biometric technology 

Today, Volume 2014 Issue 4, April 2014, Pages 12 

[11] Algorithms (4th Edition) Hardcover, Authors:  

Robert Sedgewick,  Kevin Wayne, – March/19/2011, 

ISBN-13: 978-0321573513 ISBN-10: 032157351X 

Edition: 4th  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[12] Komlen Lalović, “New system of identification 

newborn babies and parenthood guarantee based on 

biometry”, University of Singidunum, July 2016.  

[13] Komlen Lalović, Milan Milosavljević, Nemanja 

Maček, Ivan Tot, “Device for biometric identification of 

Maternity”, Serbial Journal of Electrical Engineering, 

Vol. 3, October 2015, DOI: 10.2298/SJEE1503293L.  

[14] Nemanja Maček, Borislav Đorđević, Jelena 

Gavrilović, Komlen Lalović, “An Approach to Robust 

biometric Key Generation System Design”, Acta 

Polytechnica Hungarica Vol.12, No.8, Year: 2015 

DOI: 10.12700/APH.12.8.2015.8.3, Im. F. 0.65 



  

72 

 

The Eighth International Conference on Business Information Security  

(BISEC-2016), 15th October 2016, Belgrade, Serbia 

CryptoSMS ANDROID APPLICATION 

JOVANA ĐUROVIĆ 

University of Defence, Military Academy, Belgrade, jovanаdjurovicloki@gmail.com 

BOBAN MIHAILOV 

Serbian Armed Forces, CKISIP, Belgrade, b.mihailov@ymail.com 

IVAN TOT 

University of Defence, Military Academy, Belgrade, totivan@gmail.com 

IVANA OGNJANOVIĆ 

Univerzitet Donja Gorica, ivana.ognjanovic@udg.edu.me 

 

Abstract: There are serious security risks that follow smartphones which includes Android cellular telephones. According 

to the claims of experts in the fields of mobile phones, it is known, for years already, that, from the aspect of security, the 

whole infrastructure of mobile phones is almost useless, and this is a fact that no one would refute. This is certainly 

exploited by, among others, those who wish to acquire certain data. Concerning the issue of which of the three following 

comunication channels is the most secure: a call, an SMS message, or communication via the Internet, the latter prevails. 

The potential of Android mobile platform protection achieved by CryptoSMS application, which was created as a response 

to the task of preventing security lapses, more promptly to prevent certain people, who can record mobile communication, 

from spying on SMS messages, is shown in this paper. 

Keywords: Android, SMS, security, cryptographic algorithms. 

 

1. INTRODUCTION  
 

Today, it is unimaginable to work, provide services, 

information of high quality and exchange information 

without modern information technologies. Up until 

recently, paper has been used to communicate and great 

deal of time has been spent filling forms and reports. 

Information technology plays a key role in everyday life of 

today’s society. It is used in every aspect of life. 

 

In the last few years a huge increase of number of mobile 

phones in the population has been noticed. Because of that 

there is a need for cellular telephone application 

development so it would become more user friendly. 

Android operating system takes precedence in operating 

systems for mobile phones. 

 

Android Inc which was sponsored by Google,  and later in 

2005. bought by it, created Android operating system. 

Android was presented for the first time in 2007. Android 

operating system is used for cellular telephones more than 

any other operating system. It is based on Linux kernel and 

it is usable for most mobile phones, tablet computers, 

notebook computers, netbook computers, smartbook 

computers, e-book readers, even for watches. SQLite 

database is used as data storage. Android supports 

connection technologies, such as GSM/EDGE, CDMA, 

Bluetooth, Wi-Fi, LTE and NFC. It also supports SMS and 

MMS and large number of languages. Additionally, it has 

modern Web browser, as well as different multimedia 

formats.    

 

As well as every other mobile platform, Android mobile 

platform has some security flaws. Most of types of attacks 

on Android OS has already been seen in some form on 

different mobile operating systems. As the number of users 

grows so does the number of threats to Android OS and 

being the most used the number of threats is also the 

largest.  

 

To develop its security, test application CryptoSMS that 

enables coded SMS exchange has been presented. This way 

secure flow of information has been provided. 

2. SECURITY OF ANDROID OPERATING 

SYSTEM 
 

Looking at scientific research program of mobile phones 

experts it has been known for years that the whole 

infrastructure of mobile phones is under great security risks 

and threats. This fact allows access to information to those 

who are not meant to see it [2] [6] [7]. 

 

If someone decides to encrypt or lock their data, they have 

to overcome certain logical obstacles at the start. For 

installation of encryption to be successful users at both 

ends need to install it. It is not enough for one user to 

encrypt their data. That way the data sent to the other user 

will be just a pile of unwanted data that can’t be decoded. 

[1].   

 

Other experts suggest that users should pay attention to 

certain characteristics of programs that are offered to them. 

Android applications should be made in accordance with 

the principle of open code. In other words, source code 
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should be visible to anyone who wants to see it. The best 

way for protection is to show how security is applied. 

 

There are many free programs on the Internet with open 

source that make it difficult to listen in on or follow 

communications. To protect their smart phones, different 

programs are suggested for coding text and multimedia 

messages, for voice encryption in real time and for e-mail 

protection. 

 

Users should ask themselves how much of their privacy are 

they ready to let go of. G-mail address is much more than 

regular e-mail address. At the same time user accepts that 

his mail goes through checking for marketing purposes.   

 

Many programs, like G-mail and Facebook, look for user’s 

approval to check their messages when they are sent via 

those programs. Applications for mobile phones with 

Android OS look for the same approval but it is made as a 

warning for users before they install a program. That is the 

moment when user can stop and think – why does the 

application look for access to user’s phone book? 

 

Vulnerabilities of Android devices are always assessed. 

Fact that Android devices are relatively new on the market 

and there are always new models and operating systems 

created makes it hard for experts to define all the 

vulnerabilities and risks [3]. 

 

Main concern of corporations is vulnerability of Android, 

because there is no proof of security and the risks are not 

fully known. That is the reason why corporations’ smart 

phones are widely targeted, while their use is what hackers 

are mainly focused on [4]. 

 

3. IMPLEMENTATION OF THE CRYPTOSMS 

SECURITY SOFTWARE 

SMS messages being sent from one mobile device to 

another are not protected, which means that there is a 

possibility that cyber criminals could intercept and access 

potentially sensitive data. The task is to develop an 

application which will guarantee a safe and secure data 

flow via SMS. The idea is to prevent illegal users from 

intercepting data traffic by implementing application layer 

security. In the event of data interception, hackers will not 

be able to utilize the actual data because it would be, as 

mentioned, previously protected. 

 

Android mobile platform supports a multitude of 

cryptographic algorithms for use in data protection, both 

symetrical and asymetrical. Depending on users' needs, the 

most reliable algorithm will be used. Concerning 

symetrical algorithms, because the same key is being used 

on both the sending and the receiving side, the problem is 

ensuring a secure key interchange. On the other hand, 

asymetrical algorithms, which are usually by one order of 

magnitude slower than symetrical algorithms, are suitable 

for solving this problem (secure key interchange), because 

they utilise a public key which is available to everybody. If 

we ignore the process of key/keys interchange, the question 

of choosing betweeen these two types of criptograhic 

algorithms arises. 

 

From the execution speed standpoint, symmetrical 

algorithms impose themselves as a logical choice (image 

1). Considering the fact that the algorithm itself is executed 

on a mobile device, execution speed is an important factor 

in choosing the cryptographic algorithm to use. 

 

 
Image 1: Representation of encryption and decryption processes 

using a symetrical algorithm 

Thanks to extensive research, conducted in the course of 

previous years, a symmetrical cryptographic algorithm 

known as AES proved to be the most secure. AES algorithm 

implements encryption and decryption operations on a 

block of data in a variable number of cycles. The number 

of cycles depends on key length and equals 10/12/14 for 

the 128/192/256 bit key, respectively. Prior to encryption 

or decryption, key expansion is performed. Block 

encryption systems are utilized in one of the so-called 

block cypher modes of operation. In terms of cryptography, 

a mode of operation implies a method of usage of a base 

algorithm and usually involves a combination of some sort 

of a loopback and specific basic operations. Operations 

performed on the algorithm are usually fundamental in 

nature because the aspect of security is determined by the 

base algorithm itself and not the mode of operation. In the 

CryptoSMS software, CBC (Cipher Block Chaining) mode 

is implemented [5]. 

 

The application in question was developed for Android 

5.0.1 operating system, using Android Studio, because the 

earlier versions of the Android operating system do not 

possess the necessary features for some newer technologies 

and the fact that the popularity of the newer versions of 

Android operating system greatly surpasses that of the 

previous versions. 

 

In order for the application to be able to utilize the features 

and services of the mobile device it must be provided with 

the necessary permissions. By analyzing possible 

application usage and resources needed for proper 

function, SEND_SMS, READ_SMS and RECEIVE_SMS 

services were determined as necessary. These permissions 

were implemented in AndroidManifest.xml file, and the 

users themselves permit the usage of those services in the 

installation process. 

While designing the application, the necessary classes and 

methods were imported into the project so connection to 

the service could be established 

 

For the means of display optimization, components which 

take up relatively little space on the display and enable 

dynamic display expansion depending on the data influx 
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were used. One of such components which was used 

extensively in the application is ListView. When using the 

aforementioned component, it is possible to set up the 

appearance of a single link, a ListItem and the data source, 

and the ListView control simulates the contacts list in the 

CryptoSMS application. 

 

The database, implemented in the test application, enables 

the creation of a phonebook that is useful but not necessary 

for the application operation. Considering that  the user, 

recipient and sender information needs to be saved because 

it is used in application operation, the process of basic data 

storage is enabled using a local database. Although SQLite 

database is relatively lightweight, in this instant it is an 

excellent option because such simple information does not 

require much space. In order for the SQLite database to be 

used, it is necessary to implement Database Helper. 

Database Helper is an auxiliary class used to manage the 

created database. It is an extension of SQLite Open Helper 

class which is used to establish a connection to the database 

if it exists, creates it if it doesn't, and upgrades it if 

necessary via onCreate, onUpgrade and onOpen methods. 

SMS Manager which controls operations such as data, text 

and PDU SMS message transmissions is used to send SMS 

messages. By tapping the Send button in the CryptoSMS 

application, the text is encrypted and the recipient receives 

an encrypted message which can be decrypted only if they 

possess this application. Encryption, as well as decryption, 

is conducted using AES symmetrical cryptographic 

algorithm in CBC mode (image 2). Using the Toast 

component, which provides simple feedback about the 

operation performed, any errors that can arise are 

processed.  

Image 2: Representation of SMS encryption via AES 

cryptographic algorithm 

SmsBroadcastReciever class, as an extension of 

BroadcastReciever class, imports messages from the 

mobile device. When SMS is received by the mobile 

device, it is forwarded to SmsBroadcastReciever which 

receives the SMS in the form it was sent. This class does 

not perform decryption as that is conducted by 

SimpleCrypto class. SmsBroadcastReciever only receives 

the message and activates SmsReader. An example of SMS 

message extraction is given in image 3. SmsReader 

displays the SMS message after reception. 

Image 3: SMS message extraction 

When the user receives the SMS message, after accessing 

the inbox of the application, layoutactivity_sms.xml 

enables the display of sender information and of the 

message itself in decrypted form. ListView component 

which, depending on the message length, makes changes 

dynamically, is also used to display this activity. Image 4 

represents the SMS message decryption process via AES. 

Image 4: Representation of SMS decryption via AES 

cryptographic algorithm 

4. USER INTERFACE 

On application startup, a splash screen appears which 

serves as a feedback that the application has started, while 

in the background the environment is being initialized. 

After the splash screen, the Main menu page is displayed. 

 

Main menu page prompts the user with three options: 

 

 Create an encrypted message, 

 Phonebook and 

 Received messages. 

 

Tapping on the Phonebook button, the contact list activity 

is displayed which enables the user to add a new contact by 

tapping the button Add new. If fields Name and Phone 

number are left blank, after the Save button is tapped, a 

notification informing the user that all fields need to be 

filled out is shown (image 5). 



 

75 

 

 
Image 5: Add new contact page 

Deleting a contact from the phonebook is performed 

holding down the contact that is to be deleted (ListItem 

component) after which the user is prompted with the 

delete option (image 6). 

 

 
Image 6: Deleting a contact 

Contact update (image 7) is done by tapping the contact in 

question. The updated contact is saved in the SQLite 

database and in further operation the contact will be stored 

in the phonebook. 

 

 
Image 7: Updating a contact 

The Create an encrypted message option is used for 

creating a message and selecting a contact to which the 

message is to be sent (image 8). Test application provides 

an option not to select a contact from the phonebook, but 

to enter the recipient number manually if that recipient was 

not previously added to the phonebook. By tapping the “+“ 

button, a list of contacts stored in the phonebook will be 

displayed using a Spinner. After contact selection the 

message transmission is enabled because the message 

recipient is defined. After defining the recipient, the 

message intended for that recipient can be entered. After 

tapping the text input control, the keyboard is displayed 

which greatly increases input speed and reduces the 

probability of error. 

 

 
Image 8: Creating an encrypted message 

SMS message is ready to be sent. Tapping the Send button 

multiple actions are performed: 

 

 Encryption process is activated, 

 Message is sent, 

 Notifications about successful/unsuccessful 

operations during message transmission are 

displayed, 

 If the SMS message is not delivered error 

processing is performed. 
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Assuming the message was sent successfully, the receiver 

would be able to open and read the message on their device. 

The message will be stored in the core messaging 

application on the device in encrypted form (image 9). This 

forces the illegal user who wishes to view received 

messages to decrypt the encrypted content. There is only 

one way of decrypting the content of such a message and 

that is via CryptoSMS application. Using the test 

application shown in this paper it is possible to view the 

actual content of the message. 

 

 
Image 9: Representation of the received encrypted message 

When a message is received, thanks to the built-in Toast 

control, the sender and content of the message will be 

displayed. Accessing the application itself and its Received 

messages option reveals the sender and the decrypted 

message content (image 10). 

 

 
Image 10: Received and decrypted message in CryptoSMS 

application 

As an end result, the security of Android mobile platform 

is improved. Testing consisted of using this application on 

real devices in communication between two or more users. 

If the aforementioned application requirements are met, the 

user can be certain that the content sent/received via SMS 

is not exposed to risk because the protection is 

implemented on the application layer. It is worth 

mentioning that absolute security does not exist, but it is 

important to strive towards improving the existing 

solutions so every security risk can be resolved.   

 

5. CONCLUSION 
 

Security of the operating system is one of the biggest 

problems. With new discoveries come new problems that 

need to be solved. Android is a promising project. One of 

its main qualities is good organization that has a potencial 

to use all the power and knowledge of the open source 

community. 

 

While there is technology development, maintaing the 

security of every component will be the main mission. 

Inovations are what makes people want to improve 

themselves. Flaws are made knowingly, because that way 

people are going to want to improve and to look for new 

undiscovered facts. Security and protection of mobile 

phones are two of the main problems of today’s society. 

 

CryptoSMS application has already exceeded expectations. 

Next development of the application will be in the field of 

security and in its possibilities of applying it in reality. 

Expanding the functions or even making new ones is the 

main idea. 
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Abstract: The use of information technologies in the critical infrastructure carries a high degree of risk, and therefore 
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1. INTRODUCTION  

The basis of modern business represents the infrastructure 

of Information Technology (IT) - databases, 

communication flows, prompt data processing are 

necessary and also continuous access to services and 

products of the company. Taking into consideration the 

fact that the extraordinary events in the functioning of IT 

can lead to direct financial and reputational losses, the use 

of IT infrastructure in the critical infrastructure carries a 

high degree of risk. 

It is necessary to pay special attention to the nature of the 

confidentiality, integrity, and availability of data which is 

managed by information systems of these institutions, as 

well as the dangers that threaten their functionality. 

2. INTEGRATED MODEL OF DATA 

PROTECTION IN INFORMATION SYSTEMS 

OF CRITICAL INFRASTRUCTURE  

The primary focus of protection should be the data, not a 

computer, computer network or computer system. The 

ultimate goal is to protect the data itself, regardless of 

where they are stored or where they are processed. 

The most basic division of protection includes preventive 

and repressive protection. Repressive aims to establish the 

actual facts of the case of an extraordinary event that has 

already occurred or whose execution is threatening the 

security of data, and to propose measures so that such and 

similar events in the future would not be repeated. 

Preventive protection aims to prevent the occurrence of an 

incident and always has priority over repressive 

protection - it is always "better safe than sorry". 

Data protection should cover all forms of data: voice, 

paper and electronic. It is necessary to pay attention to 

business talks with other parties, on the environment of 

the conversation, unauthorized persons not to hear the 

contents of the conversation and thus obtain access to the 

data of which the person is not authorized by his/her 

working position. Also, it is necessary to apply the "clean 

desk policy", i.e. not to leave documents on the desk after 

working hours so that unauthorized persons couldn’t get 

hold of the information contained in the printed material. 

The data in electronic form is the most difficult to guard, 

defining their protection requires a lot of expertise in the 

complex field of cybercrime. There is a noticeable 

increasing trend of high-tech espionage and warfare, as 

well as targeted attacks on "plain users" (i.e. ransomware 

virus - hides (encrypts) files on the user's computer and 

requires payment of a sum of money for the data to be 

returned). 

Data protection should cover not only technology, but 

also human resources and business processes. 

 

Image 1: Cause of security breach of data [1] 

In addition to well-known headlines regarding 

unauthorized outflow of government information via 

WikiLeaks and Edward Snowden, we have also witnessed 

headlines about data leak events in companies (eg. JP 

Morgan [2], Citigroup [3]), at social networks (eg, 

Facebook [4]), on online services (eg. iCloud [5]), etc. It 

is necessary to pay special attention to the establishment 

of an adequate model to detect and prevent unauthorized 

outflow of information, especially in the critical 

infrastructure, because they handle sensitive and 

particularly sensitive data. 
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Unauthorized outflow of information can cause material 

and reputational damage to the critical infrastructure, 

which in the current market can lead to permanent closure 

of business. 

To establish an adequate model of protection from 

unauthorized outflow of information it is necessary to 

answer the following questions: 

 Where are we now? 

 Where do we want to get? 

 How do we want to reach the goal? 

 

Image 2: Average operating loss due to breach of data 

security in nine countries in mill. US$ [1] 

3. PROTECTION FROM DATA LEAK 

THROUGH HUMAN RESOURCES 

When it comes to unauthorized outflow of data, 

employees and external partners who have access to data 

pose the greatest threat. 

Often data leak happens because of high-risk steps of 

employees who are not aware of the possible 

consequences of their actions. 

Typical examples of behaviour of employees indicating 

the lack of diligence with regard to the safeguarding of 

sensitive data include loud talk about confidential 

information in public places, not logging off from 

workstations, leaving passwords in sight or unprotected, 

and access to unauthorized web pages. Especially big 

threat in this area comes from employees who are losing 

corporate devices such as laptop computers, mobile 

phones, and storage devices, or the devices have been 

stolen because of inadequate storage. Employees who are 

dissatisfied or who are trying to illegally obtain material 

gain for themselves or for another, represent a particular 

challenge in the fight against unauthorized outflow of 

information. 

Legitimate network access and mobile devices enable 

disloyal employees to allow the outflow of corporate data. 

Some workers simply do not return company devices 

when they leave their job. This can be expensive and 

dangerous for the company, because it adds another path 

for data loss. 

Even if only 5 percent of employees who leave the 

workplace takes the device with him, in the company of 

1,000 employees this means 50 such workers. For larger 

organizations risk and financial losses are far more 

significant [6]. 

 

Image 3: The most common reasons due to which 

employees believe it is acceptable to take business data[7] 

4. IT SECURITY TRAINING OF EMPLOYEES 

FOR DATA LEAK PREVENTION  

Safety training of employees in critical infrastructure 

should primarily be aimed at raising awareness on the 

protection of data and IT during business. In order for 

training to be effective and successful it is necessary to 

previously examine the following aspects: 

 The sensitivity (vulnerability) of IT that are of 

particular importance for the business, 

 The effect of new technologies onto the protection of 

right to privacy, protection of trade secrets, personal 

data, etc., 

 The role of government and legislation in protecting 

data and IT, 

 The application of standards in the field of IT 

security in corporate environment and in society in 

general. 

In order for training to be successful people should be 

aware of the need for training. 

Safety training on protection against unauthorized outflow 

of information should be aimed at raising awareness of 

employees about the need for security which is equal to 

business success. Through training it is needed to give 

clear answers to the following questions: 

 What should be protected? 

The answer to this question involves determining the 

objects of protection. Protection of an object can 

involve: data on employees, customer data, business 

data, databases, etc. This is essentially the first and 

crucial step in training and clarifying the problems of 

protection in the field of IT in the critical 

infrastructure. People need to be especially aware of 

what to protect and what the values that should be 

protected are. 

 What and who should protect data and IT in the 

critical infrastructure? 

The answer to this question involves the 

identification of risks, threats that more or less can 

compromise data and IT in critical infrastructure. 

These can include the following threats: force 
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majeure (earthquake, flood, fire, etc.), hardware and 

software shortcomings (hardware failure, software 

bugs, etc.), human-factor unintentional mistakes 

(negligence, carelessness, poor organization, 

incompetence, fatigue, etc.), human factor with 

intention (theft, sabotage, revenge, revealing business 

secrets, hacking, phishing, creating and distributing 

viruses, etc.), sources of threats from the environment 

(extended loss of electricity, air pollution, etc.). 

Through security training employees must be aware 

of the threats and risks to better protect data and IT in 

critical infrastructure. 

 Why should data and IT be protected in critical 

infrastructure? 

Possible consequences should be determined of the 

loss, or damage that critical infrastructure may have 

from exploiting one of the threats. Here we establish 

the damage, consequences or loss for the critical 

infrastructure that may arise due to the realization of 

threats to objects of protection. These consequences 

may include partial or complete physical damage 

(hardware, software, data, etc.), theft (hardware, 

software, data, reports, information, etc.) and 

modification (hardware, software, data, reports, 

information, etc.). Generally speaking, the 

consequences are breaching: integrity, availability 

and confidentiality. 

 What to protect data and IT in the critical 

infrastructure with? 

The answer to this question involves the choice of 

measures and resources that will be used to protect 

data and IT in critical infrastructure. Data protection 

and IT security in critical infrastructure can be seen 

as: normative regulation, measures of physical-

technical security, logical security, security staff 

training and security control – monitoring. 

 How will data and IT be protected in critical 

infrastructure?  

This also includes a clear definition of IT security 

policy of the institution, IT security strategy, the 

development of internal normative acts, 

organizational structure. A clear answer to this 

question involves training employees on the use of 

modern methods and means for the protection of data 

and IT in critical infrastructure. 

All should have the primary goal of raising awareness 

about the need for protection and IT security in critical 

infrastructure. The importance of training is enormous 

because employees become safer and thus more effective 

in their work. 

The modern form of training involves the use of cyclic 

learning. Training should be based on the application of 

modern technology with involvement of highly 

specialized professionals in this field. Training should be 

active, to be based on encouraging and directing. 

The training should include an analysis of experiences, 

both locally and globally. Training must be 

comprehensive, well-planned and organized in order to 

avoid certain types of commercial training, by offering 

short-term courses, one-day or half-day training often by 

incompetent agencies and individuals. It is necessary to 

have direct cooperation between scientific and 

educational institutions with market operators, which 

should be well planned and organized in order to carry out 

quality training in the field of data protection. 

The form of training in which users play active roles is 

the most effective way to meet the requirements for 

expert training, increase knowledge and awareness of data 

protection. 

Training is the most effective preventive measure to 

protect data. If users have adequate awareness and 

knowledge in the field of data protection, then the actual 

execution of activities through IT is safer, regardless of 

the technical - technological solutions of protection. We 

should not forget, the first lines of defence are the users 

themselves. 

5. TECHNOLOGICAL SOLUTIONS FOR 

PREVENTING UNAUTHORIZED OUTFLOW 

OF DATA 

Technological solutions are used for policy enforcement, 

monitoring and warning on violations of security 

provisions, as well as to ensure data protection. They 

manage the risk of data loss, regardless of whether the 

event occurred intentionally or due to human error. 

Technological solutions to prevent unauthorized outflow 

of information include: 

 Tools for encryption, 

 Antivirus protection, 

 Firewall protection, 

 Intrusion Prevention System, 

 Tools to test on vulnerabilities, 

 Web filters, and so on. 

To detect events, DLP solutions commonly use the 

following principles: 

 Described data: keywords, file types, data identifiers, 

etc.; attributes of the sender or recipient. 

 Fingerprinted data: structured data, unstructured data. 

The most important element of technological solutions is 

a dedicated solution for preventing unauthorized outflow 

of data (Data Loss Prevention - DLP solution). It is 

defined as a product which on the basis of centralized sets 

of rules identifies, monitors and protects data at rest 

(storage - file servers, databases, web servers, etc.), 

motion (network - e-mail, web, FTP, instant messaging 

etc.), and processing (workstations - computers, printers, 

data carriers, etc.), through a detailed analysis of the 

content. 

When the DLP solution detects a suspicious event, it 

usually applies one of the following measures: 

 Notifications: sending e-mails to the sender / 

manager / IT Security Department; pop-up windows; 

syslog alerts, etc. 
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 Blocking: blocking the SMTP, HTTP / S, FTP, IM, 

etc. traffic; blocking further use of peripheral devices, 

such as USB / CD / DVD, printer / fax, etc. 

 Modification: modifies the data traffic itself in terms 

of encrypting sensitive data. 

 Relocation or copying stored files. 

There are many dedicated DLP technological solutions on 

the market, and the author of this paper wouldn’t favour 

any one of them. Instead, Gartner’s estimates on these 

solutions are shown below, on Image 4.  

 

Image 4: Gartner’s estimates on DLP solutions [8] 

6. PROTECTION FROM UNAUTHORIZED 

OUTFLOW OF INFORMATION THROUGH 

BUSINESS PROCESSES IN CRITICAL 

INFRASTRUCTURE 

For the DLP to be complete, it is necessary to protect 

business processes as well in the critical infrastructure. 

What is important to emphasize is that protection 

represents supporting process in terms of business 

operations, and as such should not distort the expected 

business processes which bring profit to the institution. 

Protection should not be a burden for the business of 

institutions which would break or permanently stop the 

business processes, but should protect them. Of course, 

sometimes the easiest way is to completely shut down 

some processes with the excuse that they carry a high 

degree of risk, but in this case it is not the goal, but to be 

in line with business requirements and find optimal 

solutions for the business processes to flow as expected, 

and at the same time they would also be secure. 

For existing processes, it is necessary to conduct 

comprehensive and detailed risk analysis, identify 

possible points of unauthorized outflow of information. 

The most trivial examples are Internet access and the 

ability to use removable data carrier. The best and easiest 

way would be to prohibit access to the Internet 

completely and prevent the use of any removable media, 

i.e. to close the information system of the institution in 

such way. But business needs impose and require constant 

access to the Internet and peripheral devices for storage 

and transfer of data. This is why in this case the protection 

means limiting, not abolition. And limitation means 

determination of who can access all content on the 

Internet and in what period of time, who can have the 

ability to use USB memory temporarily or permanently, 

and so on. On the other hand, there is the monitoring of 

those streams of data with the help of technical solutions 

to prevent unauthorized outflow of information, as 

described in the previous chapter of this paper. 

In new business processes that are yet to be defined and 

introduced, it is necessary prior to their implementation to 

assess possible risks regarding the unauthorized outflow 

of information and mitigate identified risks by appropriate 

measures that will be part of the new business processes. 

In this, and in all matters, the support from top 

management is essential. Without this support, all of the 

above will not function properly; it may be achieved that 

internal documents would cover the matter of DLP, but in 

practice it will not be implemented as intended. It is 

necessary for management, given the potential threats and 

losses, to invest into the protection of data from 

unauthorized outflow, and it shouldn’t be seen as 

inevitable cost but as an investment into the security of 

business processes. On the other hand, it is also inevitable 

for the protection not be a disabling factor for business 

processes, but a factor that will make safe operation of 

institutions on the issue of unauthorized outflow of 

information. 

7. CONCLUSION  

The use of IT infrastructure in the critical infrastructure 

carries a high degree of risk, and therefore special 

attention should be payed to the nature of confidentiality, 

integrity and availability of the data that information 

systems of these institutions manage. Unauthorized 

outflow of information may cause financial and 

reputational damage, which in the current market can lead 

to permanent closure of operations. 

The preventive model of data leak protection in critical 

infrastructure from internal risk factors, which is designed 

and presented in this paper, includes not only technology, 

but also human resources and business processes. 

The greatest emphasis in this paper is on human 

resources, because employees in critical infrastructure 

constantly have access to the information that the 

institution stores and processes in accordance with and 

due to the nature of work performed, and are therefore 

they are the weakest link in the system of protection 

against unauthorized outflow of information. But from the 

other side, they also represent the first line of defence. 
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Abstract: Technology concerning mobile devices has presented revolutionary growth during the last decade. Mobile 

phones do not serve only as a means of communication, but also as portable computers with advanced communication 

capabilities. Smartphones are able to store a rich set of personal information and at the same time provide powerful 

services, such as location-based services, Internet sharing via tethering, and intelligent voice, thus increasing the 

likelihood of a such devices being involved in a criminal activities. Mobile forensics is the science of recovering digital 

evidence from a mobile device under forensically sound conditions using accepted methods. During the last few years, a 

significant amount of research has been conducted, concerning various mobile device platforms forensics, data 

acquisition schemes, and information extraction methods. This paper provides a comprehensive overview of the field, by 

presenting a detailed assessment of methodologies regarding Android forensic and anti-forensic techniques.  
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1. INTRODUCTION  

The Android mobile platform has quickly risen from its 

first phone in October 2008 to the most popular mobile 

operating system in the world by early 2011. According to 

Gartner, Inc., global sales of smartphones to end users 

totaled 349 million units in the first quarter of 2016, with 

Android Android regaining share over iOS and Windows 

to achieve 84 percent share [1]. The explosive growth of 

the platform has been a significant win for consumers with 

respect to competition and features. However, forensic 

analysts and security engineers have struggled as there is a 

lack of knowledge and supported tools for investigating 

these devices [2]. Criminals could use Android phones for 

a number of activities ranging from harassment through 

text messages and e-mail frauds to trafficking of child 

pornography and communications related to narcotics. The 

data stored on these phones could be extremely useful to 

analysts through the course of an investigation of these 

activities. Unless anti-forensics is somehow deployed, a 

large volume of probative information linked to an 

individual exists on every Android phone, including call 

history, contacts, messaging data, e-mails, browser history 

and chat logs. According to Lessard and Kessler, these 

phones have more probative information that can be linked 

to an individual per byte examined than most computers 

[3]. However, this data is harder to acquire in a forensically 

proper fashion due to a wide range of phones available and 

a general lack of hardware and software standardization. 

As an example, even different models of the same 

manufacturee sometimes require different data cables and 

software to access the phone via computer. 

Roughly, one may distinguish three types of scenarios 

where Andoid forensics may come in handy: an 

investigation that will adjudicated in a criminal or civil 

court of law, internal corporate investigations (intellectual 

property, data theft, inappropriate use of company 

resources or  employment related investigations) and 

investigations that target family matters (divorce, child 

custody or estate disputes). 

Having that said, one may ask a question: where does the 

anti-forensics fit in? Majority of users do not employ 

adequate security meassures on their Android phones. So, 

let's observe the following scenario: a user that is not 

involved in anything related to crime does not employ a 

pattern to unlock the screen. The very same user does not 

have anti-theft software installed but somehow manages to 

loose his phone. A malicious person that has found the lost 

Android phone now has a temporary access to Gmail, 

Facebook, Twitter and all other accounrs that the user was 

logged in to. Authors will allow readers to conclude the 
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story by themselves (suggestion: avoid happy endings). 

According to the aforementioned scenario, the data stored 

on a phone presents an obvious threat to the user’s privacy. 

Data also provides a well-defined profile of the user that 

can further be used to reconstruct his actions at a specific 

time [4]. A user who wants to protect his privacy can 

employ anti-forensics techniques. According to Ryan 

Harris, “anti-forensics is considered to be any attempt to 

compromise the availability or usefulness of evidence to 

the forensics process. Compromising evidence availability 

includes any attempts to prevent evidence from existing, 

hiding existing evidence or otherwise manipulating 

evidence to ensure that it is no longer within reach of the 

investigator. Usefulness maybe compromised by 

obliterating the evidence itself or by destroying its 

integrity” [5]. 

This paper briefly analyses some of the Android forensic 

and anti-forensic techniques reported in the literature. The 

rest of the paper is organized as follows. Section 2 briefly 

describes Android operating system, certain security issues 

and discusses the features common to all devices that are 

fundamental to forensic investigation. A survey of forensic 

solutions reported in the literature and anti-forensic 

techniques is given in sections 3 and 4, respectively and 

section 5 concludes. 

2. ANDROID OPERATING SYSTEM 

Android, a mobile operating system developed by Google, 

is the best-seller for tablets since year 2013, and on 

smartphones it is dominant by any metric [6]. The 

middleware, libraries and APIs written in C and software 

running on an application framework which includes Java-

compatible libraries reside on top of the Linux kernel (see 

Image 1).  

 

 

Image 1: Android software stack 

 

Linux kernel is developed independently of other 

Android's source code and provides the support for some 

fundamental functions, such as device drivers, network 

infrastructure and power management [7, 8]. Libraries and 

Android runtime reside in the next level of the architecture. 

Libraries provide the infrastructure for applications to run 

properly, such as binaries and graphics support. Android’s 

runtime consists of the Dalvik Virtual Machine (DVM) and 

the core libraries that provide the available functionality for 

the applications [7]. Its main purpose is the creation of a 

stable and secure environment in which applications are 

executed: each application runs in its own sandbox and 

therefore is not affected by other applications or system 

functions. A satisfying level of security is preserved by 

allowing certain resources to be used only if permitted by 

special privileges. The rest of the architecture consists of 

the applications framework and the applications layer that 

manage general application structure, such as containers, 

alerts and the applications themselves. As Android runtime 

libraries are written in Java, DVM translates Java to a 

language that the OS can perceive [9] – until version 5.0, 

Android used Dalvik as a process virtual machine with 

trace-based just-in-time compilation to run Dalvik 

executable code, which is usually translated from the Java 

bytecode. Following the trace-based just-in-time principle, 

in addition to interpreting the majority of application code, 

Dalvik performs the compilation and native execution of 

select frequently executed code segments each time an 

application is launched [10, 11]. 

Due to the small chip size, non-volatile nature and energy 

efficiency, NAND flash memory was selected to serve as 

Android storage [12]. Yet Another Flash File System 2 

(YAFFS2) was the first filesystem implemented on devices 

running Android, but, due to certain limitations (such as 

large file coverage) [13], was replaced with Ext4 before the 

release of Android version 2.3 (Gingerbread). The Ext4 

filesystem, apart from successfully coping with the weak 

points of YAFFS2, is enhanced with the journaling event 

function which provides recovery options and facilitates 

acquisition of unallocated files [13, 14]. As NAND flash 

memory was incompatible to the Linux kernel, a new 

technique was implemented to provide the ability to access 

the flash memory areas [8]. The Memory Technology 

Devices (MTD) system was one of the facilities serving as 

an intermediary between the kernel and the file system and 

is present in many Android devices. Handsets that do not 

support the MTD system usually utilize the plain Flash 

Transaction Layer (FTL) that enables communication 

between the two parts [14]. The flash storage on is split into 

several partitions: operating system resides on /system 

while /data is used to store user data and application 

installations. As root access is not gained to users /system 

and sensitive partitions are mounted read-only, unless 

device is rooted by exploiting security flaws. 

Security and privacy issues of Android devices can be 

classified either as issues arising from surveillance by 

public institutions, such as NSA (see [15, 16] for more 

details), common security threats, such as malware that 

sends text messages from infected phones to premium-rate 

telephone numbers without the consent or even knowledge 

of the user [17] or technical security features, typically 

resulting from unnecessary permissions required to install 
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applications. As stated before, applications run in a 

sandbox, unless access permissions are explicitly granted 

by the user when the application is installed. This reduces 

the impact of vulnerabilities and bugs in applications, but 

the unnecessary required permissions that result from 

either developer confusion or lack of documentation work 

against effectiveness of sandboxing. Although since the 

version 6.0, users are allowed to block applications from 

having access to the contacts, calendar, phone, sensors, 

SMS, location, microphone and camera [18], full 

permission control is only possible if device is rooted. 

So which features are common to any Android device and 

can they be used in the forensic investigation? According 

to Andrew Hoog [2], Android was engineered from the 

beginning to be online, whether using cellular or wireless 

networks. Being online is a prerequisite that allows the 

execution of another fundamental feature: downloading 

and installing applications from the Play Store. To a user, 

this feature presents the ability to extend the functionality 

of the device. To a forensic investigator, applications 

downloaded from the Store present a rich source of 

information. Finally, the ability for users to store their data 

on the devices is important as much to a forensic 

investigator as it is important to a user himself. Typically, 

stored data is the basis behind any forensic investigation. 

3. ANDROID FORENSICS: A BRIEF SURVEY 

Procedure for handling Android devices contains several 

steps, such as securing the device, isolating it from the 

network, circumventing the pass code and imaging mass 

storage devices. Depending on the way how data is 

accessed, android forensic techniques can be classified 

either as logical or physical. Logical technique extracts 

allocated data, typically by accessing the filesystem, with 

the exception of SQLite database (that might still contain 

deleted records in the database). Physical techniques, on 

the other hand, extract data from the physical storage 

medium directly and do not rely on the filesystem. There 

are advantages to this approach and the most significant is 

that with the physical forensic techniques it is possible to 

recover both the allocated and the unallocated (deleted or 

obsolete) data. One of the guiding principles of any 

forensic investigation is to avoid modification of the target 

device in any manner, and this principle works for Android 

devices also. The rest of this section will provide a review 

of the forensic techniques, solutions and methods reported 

in the recently published literature of interest. 

Lai et al. [19] implemented a live-forensic acquisition 

procedure, based on commercial forensic suites through 

cloud computing, designed for Android devices. Although 

acquisition type was not specified, the procedure 

resembled to logical acquisition that can be applied to 

rooted devices as well. Since proper time-stamping is an 

essential for the validity and integrity of forensic evidence, 

actual date correction is another interesting feature in their 

approach.  

Simao et al. [9] proposed a forensic acquisition framework 

for the Android in the form of flowchart, applicable to 

many scenarios, including damaged devices and 

fragmented memory page analysis. In order to validate the 

model, authors have conducted experiments on devices 

with different conditions and figured out that the proposed 

scheme was applicable. Downside of their solution is lack 

of some crucial elements necessary for real-time 

investigation. 

Research of Vidas et al. [8] deals with the forensic 

acquisition on devices protected by a screen lock. Since a 

brute-force attack on the device could lead to a further 

block, and possibly to inevitable data modification, another 

technique had to be implemented. To resolve the problem, 

authors have stated that booting with a recovery image 

could easily bypass any kind of active lock code. Recovery 

mode boot file residing in the Android root was significant 

for the acquisition process of the recovery image, as by 

booting into recovery mode, the boot process is 

circumvented with the boot target set to boot image 

currently loaded in the recovery partition. Boot image that 

authors have used consists of existing modified files and 

variety of transfer daemons and binaries. The authors have 

noticed that boot options differ between brands of mobile 

phones and have examined several different case studies. 

Downside of aforementioned research is the lack of 

statistic results of data retrieval. 

Sylve et al. [20] referred to a lack of studies applicable to 

physical acquisition and highlighted the importance of this 

issue. The researchers presented “a methodology for 

acquiring complete memory captures from Android, code 

to analyse kernel data structures and scripts that allow 

analysis of a number of user and filesystem based 

activities”. Authors have also enumerated the existing 

methodologies on volatile memory analysis for Linux and 

Android operating systems and compared the capabilities 

of the corresponding tools. The results of their experiments 

provided a proof that Linux oriented forensic techniques 

were not compatible to the Android. 

Andriotis et al. [21] implemented a forensic acquisition 

method that employs WiFi and Bluetooth. The most 

significant parts of their research was the fact that devices 

used were involved in actual crime scenes. Afterward, they 

presented a detailed step-by-step procedure to complete 

logical acquisition, which was common for all the devices 

participating in the experiment, which was considered a 

success as any critical evidence was recovered in every 

networking attribute. 

Ext4 filesystem that became the successor of YAFFS was 

examined by Kim et al. [13]. Authors have used two rooted 

devices running Android and their research was limited to 

logical acquisition. Detailed description of the file system 

was provided and forensic acquisition for the journal log 

area was summarized. 

Mylonas et al. [22] studied the involvement of context-

measuring devices, such as accelerometers and GPS, in 

mobile forensics. Authors have stated that this kind of data 

can be of great importance and that a special approach is 

required because of the volatile nature of the data itself. 

Methodology on data acquisition from sensors was 

proposed, ranging from theory to practical procedures 

executed at the laboratory level. Data acquisition system 

they have developed took into consideration security 

mechanisms on the target devices as well as the procedures 

to bypass these mechanisms. As the system they have 
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developed consists of two parts (the workstation and the 

mobile agent), and as one of the possible use of the solution 

would be to acquire data from a phone belonging to a 

potential suspect, agent installation had to be forced and 

functionality to be obfuscated either via social engineering 

or fake error messages. According to their research, 12 out 

of 15 sensors need absolutely no permission to gain access 

to, leading to conclusion that security behind sensors is 

easy to bypass: agent is triggered each time the user 

accesses a sensor, acquires the data, encrypts it and sends 

it to a workstation if the device is connected to a network. 

Live forensic methods as a means for surveillance of 

malware activity on Android is presented in work of Guido 

et al. [23]. The solution was developed as a mainstream 

Android application in order to avoid rooting. It comprised 

of five modules programmed in Python, each detecting 

changes in specific parts of the operating system: 

bootloader, recovery, filesystem, deleted files and APKs. 

Experiments consisted of three rounds of malware 

injections on target mobile devices, with many successful 

detections, but weak points, such as false positives and 

inability to detect some deleted entries have occurred also. 

Despite the defects, the solution proposed in the paper was 

one of the important contributions to the Android forensics. 

Similarly, Justin Grover [24] has developed DroidWatch 

application that performs continuous tracking of events and 

data flow on an Android device and sends the information 

to a Web Server. As rooting of the device was avoided due 

to authors policy, the range of acquired data was limited. 

The data process flow within the DroidWatch app is 

depicted in Image 2. Data collection and storage is a 

continuous process, with transfers scheduled by 

configurable variable. Upon a successful transfer to the 

enterprise server, events dated prior to the transfer are 

wiped from the local phone database. File transfer attempts 

that fail are logged in the database and do not result in the 

wiping of any events.  

 

 

Image 2: DroidWatch data process flow diagram [24] 

 

Son et al. [25] conducted an evaluation on the Recovery 

Mode method with seven rooted Samsung devices taking 

part as a sample. The results from the use of JTAG method 

served as a comparison vector to the Recovery Mode. A 

section was dedicated on the acceptable practices during 

the data acquisition phase in Recovery Mode. A flowchart 

related to the steps taken during the acquisition procedure 

was introduced, the importance of using the appropriate 

bootloader for each device was pointed to and issues with 

encrypted ones were mentioned. Actions that should have 

been taken into consideration during the restoration 

process have been highlighted, for example the prohibition 

of interaction with the menu elements in Recovery Mode 

and the USB cable separation from the device before 

battery removal. Additionally, custom software was 

developed in order to conduct the data extraction tasks and 

check the integrity of the method. Finally, the hash values 

of the data partition that were extracted in both cases was 

calculated and proved to be equal, assuming that integrity 

was preserved. 

Muller and Spreitzenbarth have investigated innovative 

techniques in an effort to assess how much valuable 

information can be extracted from encrypted Android 

phones [26]. A cold boot attack was performed by freezing 

to gain the device in order physical access to the device 

memory and acquire information such as encryption keys 

or personal data. The method, however, has an important 

limitation: the user partition gets wiped out when the 

device bootloader unlocks. Still, it is the first work to 

perform a successful and effective cold boot attack on 

Android phones and the implementation of cryptographic 

solutions does not appears as a problem that cannot be 

bypassed. 

Konstantia Barmpatsalou et al. provided a comprehensive 

review of forensic techniques applicable to other 

smartphone operating systems [14]. 

4. ANDROID ANTI-FORENSIC TECHNIQUES 

As stated before, the purpose of anti-forensics is to 

compromise the availability or usefulness of forensic 

evidence. Distefano et al. distinguished several kinds of 

anti-forensics [27]: destroying evidence (making it 

unusable during the investigation), hiding evidence 

(subverting an analyst by decreasing the visibility of the 

evidence), eliminating sources (neutralization of the 

evidentiary sources) and counterfeiting evidence (creation 

of a fake version of the evidence which is properly made to 

carry wrong or deviated information in order to divert the 

forensic process). 

Kessler [28] categorises anti-forensics into four groups: 

data hiding, artefact wiping, trail obfuscation, and attacks 

against forensics processes or tools, which refer to attacks 

that force the forensic analyst to perform non-standard 

procedures or call into question the data recovered. For 

computer anti-forensics, data hiding contains things like 

steganography, deleted files, and storing data in the cloud 

or in other storage space. On a non-rooted phone, 

information can be hidden by having an application store it 

somewhere secluded and restore it at a later time. This 

approach also allows quick mass-deletion [27]. Artefact 

wiping refers to overwriting data down to the level where 

it is impossible to restore it from, even with high-tech un-

deletion techniques. Two weaknesses with this class 

however may be noticed: they may miss some data, and 

they may leave traces of the wiping that have occurred 

(probably the wiping tool itself will remain). Since 

Android anti-forensics is mainly concerned with data 

legitimately stored and usable on the phone, and not with 

attacks or traces on other devices on the network, trail 

obfuscation is not considered to be very relevant anti-

forensic technique. Trail obfuscation typically refers to 

network forensics. When an attacker does not need a reply, 

he can spoof the sender’s address to make tracing the attack 

to its source harder. It is also possible to use spoofed sender 
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addresses for attack amplification, by tricking third parties 

into sending much more traffic to a victim than the attacker 

could on their own. Other tools in this category, such as 

onion routers, Web proxies and e-mail anonymisers, hide 

the real sender of traffic behind a server which serves many 

clients. Trail obfuscation also includes log file and 

timestamp alteration. 

5. CONCLUSION 

Variety of conducted research on Android, and in general, 

mobile forensics, as well as undergoing standardization 

attempts indicate that the area is under continuous 

development. The work presented in this paper provided a 

comprehensive review of the state-of-the-art research in 

the field of Android forensics, as well as a classification of 

important Android anti-forensic techniques. Any relevant 

current work, be it a research or review, can be used as a 

reference to anyone interested in better understanding the 

facts of this rapidly evolving and interesting research 

discipline. 
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Abstract: In order to maintain constant communication with the family, friends or colleagues, we use a variety of devices 

whereby accessing the Internet mostly using unsecured hotspots. This makes us an ideal target for potential digital threats 

and abuse. Consequences at the individual level may well be serious, however, digital threats can have an even bigger, 

devastating impact on large business systems. Prevention and education in this area are, for for the time being, the best 

weapon in the fight against digital attacks. 

 

The topic of this paper shows one of the possible solutions for intranet ongoing training of employees in the field of 

information security in large business systems, using the portal technology in conjunction with the Learning Management 

Systems. 
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1. INTRODUCTION  

An increasing number of professional public agree with the 

statement that civilization has considerably embarked on 

the information revolution. It is almost unthinkable to do 

any kind of work without at least a minimum use of IT 

resources. 

Numerous specialized forums enable daily communication 

with various benevolent experts and persons who have 

certain knowledge and who are ready to give answers and 

advice to a large number of questions. All this leads to 

obtaining certain conditions for forming a huge base of 

global knowledge. 

Today’s reality is that a great amount of information and 

documents are generated in big corporate systems daily. 

These documents and information circulate and are shared 

on all hierarchical levels in the company with a permanent 

exponential trend of growth. These information and 

electronic documents are a great challenge for many 

hackers who wait for their opportunity in order to collect 

them and misuse them. 

One of the possible solutions to the protection and security 

of information and electronic documents in big corporate 

systems is a permanent rise of the level of knowledge of 

the employees in order to stop unauthorized access to the 

information. A platform that can provide permanent 

education of employees in big corporate systems is based 

on a web portal for intelligent management of electronic 

documents within which a segment is located with: 

specialized content, information on current threats, 

questionnaires - examinations and other activities aiming 

at raising the level of knowledge of employees in the said 

field. 

This paper will present one of the possible conceptual 

solutions for adaptive and personalized system for raising 

the level of knowledge of the employees and their 

permanent education in the field of information security 

and data protection, based on the intranet portal. 

2. DESCRIPTION OF BUSINESS PROBLEM 

With the advancement of technology, management of large 

business systems are faced with the other side of the coin, 

and that is the fact that IT security threats grow day by day 

directly threatening the security of the company. 

Companies need to implement new technologies in order 

to ensure an adequate level of protection and one of the 

most effective ways is a permanent training of all levels of 

employees in the field of IT security and data protection. 

The application of this concept leads to a timely prevention 
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or reduction of the level of threats caused by advanced 

malicious programmes. 

2.1. Factors that affect the security of 

business information 

When large business systems are analyzed from the 

perspective of protection and security of business 

information and data, the following factors should be taken 

into account: 

 Ramification - dislocation and the size of the business 

system; 

 The organizational structure of the business system; 

 The number and type of computers used in the 

company (servers and work stations); 

 Communications infrastructure, access points and way 

of accessing the Internet; 

 User account management policies; 

 The total number of users of computer networks; 

 The number of managers ranked on different 

hierarchical levels; 

 Educational and professional profile of employees; 

 Level of education of employees; 

 The age structure of employees; 

 Level of education and training of employees for using 

applications that are available to them and rules of 

conduct within the company's intranet, as well as on 

the Internet. 

Bearing in mind that even the most perfect systems can be 

upset and threatened by the human factor, the awareness 

should be raised among employees that one of the most 

important ways to protect business information and 

electronic documents is a permanent training of each 

employee. 

A large number of unstructured documents of various 

formats that circulate on a daily basis within the business 

system and are shared among a large number of employees 

makes it difficult to define the authorization concerning the 

document availability and access rights of employees. An 

additional complication is the fact that those documents are 

parts of complex and interwoven business processes. 

Classification and systematization of information and 

electronic documents, as well as their incorporation into 

clearly defined business process can significantly affect the 

security of business operations [1]. Some of the key 

reasons why the classification of data is one of the priorities 

in protecting the IT system are the following [2]: 

 Unintentional misuse of the data amounts to 36% of 

the total number of incidents in 2013; 

 Classification of documents is one of the priorities in 

2014, reported 56% of respondents; 

 Implementation of security policies for data 

management; 

 Raising employee awareness about the value and 

importance of data. 

In most cases the rights of access and information security 

fail to be taken into account to a sufficient extent; this is 

usually done haphazardly, defining certain rights from one 

case to another. 

For this reason, it is very important to develop awareness 

and raise the level of education of employees so that they 

should be able to preserve their important business 

information and data in a possibly unorganized and unsafe 

enviroment. In this case the result and effectiveness of 

protection depends on their experience, creativity, interest 

and other subjective factors. 

2.2 User requirements 

When we analyse actual user behaviour, we come to a 

conclusion that their demands are becoming more 

numerous and more complex due to the progress and 

innovations in IT and the comfort provided to them in this 

way. 

Customer requirements are moving towards: 

 Access to a large variety of information of different 

formats and from any location (office, vehicle, 

restaurant, beach ...) and any device (desktop 

computer, laptop computer, PDA - Personal Data 

Assistant, tablet, smartphone, ...) that they own. 

 Desire to share new photos with friends or colleagues 

on social networks, boast of visits to certain 

geographic locations, restaurants or resorts, which 

leads to a careless approach to the open WiFi hotspot 

networks thus jeopardising the security of user 

accounts. 

It is no longer a question whether the IT sector can and 

should fulfill these requirements; rather, fulfillment of 

these demands is unconditionally taken for granted. The 

above mentioned features that allow for the user comfort 

and mobility, on the other hand, represent a serious 

potential safety hazard. The danger is reflected in the fact 

that unregistered corporate devices from any location on 

the Internet are required to provide access to information 

on the Intranet (BYOD - Bring Your Own Device) [3]. 

2.3 Risks arising from hacker attacks  

Research shows that as many as 25% of organizations are 

faced with hacker attacks, viruses and similar problems 10 

or more times during the year. More than 40% of large 

companies can give examples of confidential information 

being disclosed. 

The presented data in Figure 1 show how much of a serious 

problem companies are faced with when it comes to this 

type of problem. As presented in Figure 1, 43% of 

companies never resume their business after they have 

suffered the disaster, while 29% go out of their business 

after 3 years. Only 28% of companies that have suffered 

the disaster continue to work. [4] 
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Figure 1: Problems with the continuation of business 

after the disaster suffered due to hacker attacks 

3. CONCEPTUAL EXAMPLE OF A SYSTEM 

FOR RAISING THE LEVEL OF KNOWLEDGE 

IN THE FIELD OF INFORMATION SECURITY 

A variety of hardware and software components 

interconnected with quick links with a plethora of attractive 

Internet services and contents available to customers 

represent a big challenge for any classic users of such 

infrastructure. That is why the responsibility of people in 

IT sector in charge of providing the necessary conditions 

for a user experience is heavy. When designing the system, 

it is very important that an appropriate technology platform 

should be selected. 

3.1. Platform for education of employees in 

the field of Information Security  

There are a number of solutions that can serve as a software 

platform for the development of the system. Three 

products, however, that are leaders in placing information, 

manipulating electronic documents and business process 

management can be singled out. 

We have in mind: 

 Alfresco system - Alfresco company is one of the 

leading manufacturers of Enterprise Content 

Management System (ECMS) [5]. It offers its solution 

as an open source Enterprise version, too. Out of box 

provides standard solutions such as document 

management, records management and Web content 

management. 

 MS SharePoint is an ECMS collaborative platform 

developed with an aim to incorporate an increasing 

number of Web applications, services, and to, among 

other things, enable a functional management of web 

sites and portals, of digital content and of business 

processes [6]. 

 MS InfoPath is an integral part of the Microsoft Office 

Suite that unifies and simplifies the process of 

gathering information by allowing users to 

independently create dynamic forms and fill in the 

forms in collaboration with the MS SharePoint. 

In case of a system for raising the level of knowledge in the 

field of information security, the choice of platform has 

been made in favour of the Microsoft SharePoint and the 

InfoPath MS-a. There are a number of reasons for this 

decision, one of them being the fact that a large number of 

business systems use Microsoft Office as a software 

solution to work in an office environment. Therefore the 

compatibility of these two Microsoft's products gives 

advantage to Microsoft SharePoint. 

3.2. Types of user roles 

In case of the portal segment that refers to training 

employees and raising their level of knowledge in the field 

of information security, it is necessary to clearly define the 

necessary levels of access for different users of the portal. 

 

The followig customer roles are defined on the portal: 

 System administrators, whose role is to maintain the 

functionality of the platform of the portal; 

 Content administrators, whose role is to: create news, 

create documents, define the test questions to assess 

knowledge, run and administer the purpose-specific 

forums and chat rooms. 

 The role of employees is the central user role. All the 

employees are entitled to an adaptive and personalized 

access to the necessary contents and services in the 

field of data protection and information security, 

depending on the job requirements; 

 Advanced users among whom are employees who, by 

the nature of their work, deal with the protection of 

data and information and the security of electronic 

documents at the enterprise level. Therefore their level 

of knowledge and training to carry out such work must 

be at a higher level. Advanced users are provided with 

additional information, services, and checklists and by 

higher level tests [7]. 

3.3. Criteria of adaptation 

The term adaptation, in the context of this work, means the 

portal’s ability to provide the necessary facilities for 

reaching the appropriate level of knowledge and permanent 

education in the field of information security and data 

protection with the possibility of evaluating the acquired 

knowledge by solving questionnaires and tests from this 

area [8], on the basis of automatic recognition of the user 

and his: attributes, desires, needs, interests, type of 

business, organizational unit  affiliation, manner of 

behaviour when using a computer,  

The functionalities that a specialized segment of the portal, 

among other things, is expected to provide are: 
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 Display of administrator functions at the level of sites 

and pages, depending on the level of user 

authorization; 

 Display of current news related to a given issue; 

 Identification of user’s affiliation to a organizational 

unit of the company and, depending on that,  a display 

of current content and tests; 

 Definition of the part of the portal intended for 

marketing and publishing of various contents related 

to IT security and data protection intended for all users 

of the system; 

 Forums with topics that cover the area of information 

security and data protection; 

 Chat. 

The process of accessing necessary services, contents and 

tests for education and knowledge verification in a 

specialized segment of the web portal, using the adaptive 

and personalized user access, is realized through several 

phases (Figure 2): 

 Phase 1 – Web portal user authentication is 

implemented in the way that a user logs in to the 

system by using a qualified electronic signature. 

Authentication is performed by the Active Directory 

(AD). Following a successful authentication at the AD 

group, affiliation is checked in the MS-SharePoint. In 

case of a new user, the process of creating a new user 

begins, which includes the opening of a user account 

in MS SharePoint and entering its attributes. 

 Phase 2 – Adaptation is realized by applying complex 

criteria for adaptation, listed in the text above, on the 

basis of which the rights of users to view educational 

content and tests are defined [9]. 

 Phase 3 - personalized access to needed services, 

educational content and tests for verifying the 

knowledge in a specialized segment of the web portal, 

depending on the result obtained from the phase 2. 

 

Figure 2: The process of adaptive and personalized access to services, contents and tests for Education

Upon the realization of the previous phases, the user may 

access the following functionalities and content in the field 

of information security and data protection of segments of 

Web portal, depending on his categorisation: 

 Library; 

 News of current events; 

 Tests for  knowledge assessment; 

 Discussions - creation of discussion groups (forums); 

 Chat rooms; 

 Press Clipping; 

 Links to specialized sites; 

 Wiki base; 
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3.4. Testing system users’ knowledge 

Due to the specificity of individual jobs and the types of 

work individual employees are engaged in, the system can 

be used at most convenient times, that is, at times  when 

employees are least engaged. For example, workers at the 

counters whose primary job is working with clients do not 

have the opportunity to train and expand their knowledge 

in specific areas at any time but are conditioned by the 

current workload imposed by the number of users who are 

waiting to do the business they came for. 

One of the ways to check the level of knowledge of 

employees in the field of information security and data 

protection is the creation of a web questionnaire - tests by 

using Microsoft InfoPath forms. 

Questionnaires can be realized in the form of questions: 

 with check boxes where users can give multiple 

responses; 

 with a possibility for users to give the answers to the 

questions by filling the text box provided for the 

answers; 

 where users provide an answer by selecting options 

true  or false, as shown in Figure 3. 

 

Figure 3: Example of the test for assessment of the 

knowledge of employees in the field of IT security and 

data protection 

Distribution of tests for examination in the field of 

information security and data protection, depending on the 

need and urgency of the implementation of the action, 

could be realized in the following ways: 

 By posting the questionnaire in a web form in the 

segment of the Web portal intended to raise the level 

of knowledge of employees in the said field. 

Employees then can access the test - questionnaire and 

solve it at the moment they find most convenient; 

 By sending a questionnaire via e-mail, as an 

attachment. The option which is suitable in case some 

important information or test – questionnaire 

assignment has to be sent promptly and safely to each 

employee with the security of receiving confirmation 

of receipt of mail. 

 By combination of the previous two. By posting the 

questionnaire in a web form in the segment of the Web 

portal and sending an e-mail with a hyperlink to the 

location to which the questionnaire is posted. 

Upon the completion of testing, the process of control of 

the given answers as well as the the verification of the 

achieved points is activated. The results obtained are 

entered into the personal records of each employee, 

whereby providing conditions for monitoring the level of 

knowledge of each employee in a particular field. In 

addition, it is possible to conduct various types of statistics, 

for example, monitoring the response of employees 

regarding some topics and the percentage of correct 

answers given in relation to the respective topic. 

5. CONCLUSION 

Implementation of the system for permanent education of 

employees in the field of information security and data 

protection in large business systems using the segment of 

intranet web portal enables: 

 actions to prevent the violation of the security of 

information and data; 

 employee daily insight into news in this field; 

 prompt, simple and efficient way to inform employees 

about current threats to which they are exposed 

thereby achieving a preventive effect on the protection 

quality; 

 simple, easy and effective way of conducting periodic 

checks of employees' knowledge in this area using 

short control tests; 

 placement of recommendations and warnings by 

system administrators with the aim of raising the level 

of protection of a computer system. 

Measures taken to preserve information depend on a 

number of circumstances in each individual case as well as 

on the importance and value of the information itself, 

however, above all, the security of information itself 

depends on the human factor, which is a key element in this 

chain [10]. 

However, no matter what kind of computer threat we deal 

with, what is certain is that the permanent work on the 

education of all levels of users by using modern tools can 

to a large extent reduce or prevent a potential attack and 

consequently the damage. 

REFERENCES   

[1] Boldon James: Data classification – Know your files, 

value your data, protect your business. Available online 

at https://www.boldonjames.com/data-classification/, 

[Last access date 25.08.2016]. 

[2] Forrester: Understand The State Of Data Security And 

Privacy: 2013 To 2014.  

[3] CIO from IDG, Available online at 

http://www.cio.com/article/2396336/byod/all-about-

byod.html/, [Last access date 25.08.2016]. 

[4] KPMG - IT controls and risk management information 

systems. Available online at 

http://www.infotech.org.rs/blog/wp-

content/uploads/KPMG-IT-kontrole-i-upravljanje-

rizicima-informacionih-sistema.pdf, [Last access date 

1.07.2016].  

https://moodle.org/
https://moodle.org/
http://www.infotech.org.rs/blog/wp-content/uploads/KPMG-IT-kontrole-i-upravljanje-rizicima-informacionih-sistema.pdf
http://www.infotech.org.rs/blog/wp-content/uploads/KPMG-IT-kontrole-i-upravljanje-rizicima-informacionih-sistema.pdf
http://www.infotech.org.rs/blog/wp-content/uploads/KPMG-IT-kontrole-i-upravljanje-rizicima-informacionih-sistema.pdf


 

93 

 

[5] Alfresco community. Available online at 

https://www.alfresco.com/ , [Last access date 

15.08.2016].  

[6] Microsoft Corporation, Microsoft SharePoint. 

Available online at https://products.office.com/en-

us/sharepoint/collaboration/ , [Last access date 

1.08.2016].  

[7] Symantec Corporation. Available online at 

http://www.symantec.com/connect/blogs/tactical-

cyber-security-checklist , [Last access date 3.06.2016]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[8] Esichaikul, V., Lamnoi, S. & Bechter, C., 2010. Student 

Modelling in Adaptive E-Learning Systems. 

Knowledge Management & E-Learning: An 

International Journal, 3 (3) pp. 342-355. Available 

online at http://www.kmel-

journal.org/ojs/index.php/online-

publication/article/viewFile/124/102 , [Last access date 

13.06.2016]. 

[9] Dekson, D.E. & Suresh, E.S.M., 2010. Adaptive e-

learning techniques in the development of teaching, 

electronic portfolio – a survey. International Journal of 

Engineering Science and Technology, 2 (9), pp. 4175-

4181. 

[10] Symantec Corporation. ISTR – Internet Security 

Threat Report, Volume 21, April 2016. 

 

 

 

https://www.alfresco.com/
https://products.office.com/en-us/sharepoint/collaboration/
https://products.office.com/en-us/sharepoint/collaboration/
http://www.symantec.com/connect/blogs/tactical-cyber-security-checklist
http://www.symantec.com/connect/blogs/tactical-cyber-security-checklist
http://www.kmel-journal.org/ojs/index.php/online-publication/article/viewFile/124/102
http://www.kmel-journal.org/ojs/index.php/online-publication/article/viewFile/124/102
http://www.kmel-journal.org/ojs/index.php/online-publication/article/viewFile/124/102


 

94 

 

The Eighth International Conference on Business Information Security 

(BISEC-2016), 15th October 2016, Belgrade, Serbia 

IMPACT ANALYSIS OF CYBER ATTACKS ON CLOUD SYSTEMS 

IGOR OGNJANOVIĆ 

MG-Soft Montenegro; University Donja Gorica, Montenegro; igor.ognjanovic@gmail.com 

RAMO ŠENDELJ, IVANA OGNJANOVIĆ 

University Donja Gorica, Montenegro; {ramo.sendelj, ivana.ognjanovic}@udg.edu.me 

Abstract: We are currently witnessing the maturing of Cloud Computing from a promising business concept to one of 

the fastest growing segments of the IT industry. Despite of all the hype surrounding the cloud, businesses are still 

reluctant to be deployed in the cloud, since security, data privacy and data protection continue to plague the market. As 

more and more information about both individuals as well as companies is placed within the cloud, unease keeps 

growing about just how safe an environment it is, making them potentially deliberate exploited by cyber attackers. This 

is a reason why exact analysis of causes and impacts of cyber attacks should be done over cloud systems in different 

domains of applications. In this paper, we show some models and features which could be used for assessing cyber 

attacks, their impacts, as well as some concepts of security intelligence that can defend these cyber threats. 
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1. INTRODUCTION  

We are currently witnessing the maturing of Cloud 

Computing from a promising business concept to one of 

the fastest growing segments of the IT industry. Cloud 

computing is replacing computing as a personal 

commodity by computing from public utility, where e.g., 

health data is collected by iWatch and stored in a health 

log book in the cloud. According to the most commonly 

used definition from NIST [8], cloud computing is a 

model for enabling ubiquitous, convenient, on-demand 

network access to a shared pool of configurable 

computing resources (e.g., networks, servers, storage, 

applications, and services) that can be rapidly provisioned 

and released with minimal management effort or service 

provider interaction. The experts at global level expects 

the growth in cloud computing at a compound annual 

growth rate of 28.8%, with the market increasing from 

$46.0 billion in 2009 to $210.3 billion by 2015 [1]. 

Despite of all the hype surrounding the cloud, enterprise 

customers are still reluctant to deploy their business in the 

cloud. Security is one of the major issues which reduces 

the growth of Cloud Computing and complications with 

data privacy and data protection continue to plague the 

market. As more and more information about both 

individuals as well as companies is placed within the 

cloud, unease keeps growing about just how safe an 

environment it is. 

That is, as more and more information on individuals and 

companies are placed in the cloud, concerns are beginning 

to grow about just how safe an environment it is. While 

worldwide IT spending is slightly down has slightly 

declined in recent years, spending on information security 

related products and services by small and large 

organizations alike large and small has been growing at a 

rate of increased by 17.6% per annum since 2004 [3]. 

According to the EMC Corporation and RSA Security, 

Cybercrime losses were around $5.9 billion in 2013 [2].  

Security departments are facing new challenges in 

protecting valuable business data against an ever-

increasing wave of cybercrime attacks. Recently, several 

models are proposed, such as: [4] proposes four-tier 

framework for web-based development); a Trusted Third 

Party is proposed in [5] with defined specific tasks aimed 

on assuring specific security characteristics within a cloud 

environment; [6] gives a quantitative model of security 

measurements that enables cloud service providers and 

cloud subscribers to quantify the risks; [7] proposes 

innovative approach for increasing cyber security over 

cloud services by using Semantic Web technology, 

hierarchical ontology and intelligent reasoning 

techniques. However, there is no unique model/approach 

which addresses cyber attacks and their impacts in cloud 

environment [5, 7].  

In this paper we go one step further and analyze how 

attack-countermeasure tree (ACT) [14] a combinatorial 

modelling technique for analyzing cyber attacks and 

countermeasures can be used for analyzing impacts of 

cyber attacks in cloud environment. The paper is 

organised as follows: Section II introduces security 

models on cloud systems, Section III provides overview 

of attack countermeasure trees, while Section IV provides 

key considerations about using ACTs with cloud security 

models. Section V concludes the paper with key findings 

and conclusions moving towards development of 

innovative impact analysis models of cyber attacks in 

cloud environments. 

2. SECURITY MODEL FOR CLOUD 

SYSTEMS  
 

The basic idea behind cloud computing is replacing 

computing as a personal commodity by computing as a 

public utility (from storing data to community via e-mail 

to collaborating on documents or crunching numbers on 

large data sets) [9]. According to the most commonly 

used definition, clouds, as the first-class citizens of cloud 

mailto:igor.ognjanovic@gmail.com
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computing environments, are sets of hardware, networks, 

storage, services and interfaces that combine to deliver 

aspects of computing as a service. Cloud computing is a 

disruptive technology that has the potential to provide 

distinct benefits to businesses of all sizes to improve 

digital productivity and simplify electronic business, 

through gaining discernible benefits, such as increased 

flexibility, online operating service availability, 

maintainability, affordability, and scalability [7]. 

Even though much effort is put on modelling and 

establishing innovative legal and technical procedures and 

standards for cyber security in all aspects of IT use and 

adoption, they cannot be directly applied in cloud 

computing environment as the. The cloud model is 

somewhat different: the cloud resource consumer and 

cloud resource provider are seldom rarely the same entity; 

the application software and databases are moved into the 

large data centres, where the management of the data and 

services are not trustworthy. Each participant has a 

different business strategy and thereby may stress some 

specific security aspects over others, and the implications 

of security breaches are confounded by the dynamics of 

communications and collaborations that occur throughout 

the network in the normal course of business. An 

increased understanding of Cloud Computing and the 

roles of various stakeholders in this realm is important. 

Furthermore, each participant operates autonomously and 

has legal and business control over its internal operations, 

data and other resources, and it is hardly to be expected 

that there exist homogeneity and compatibility between 

all parties. Traditional methods for collaboration between 

distributed systems include static and centralized 

approaches, trusted third party approaches and dynamic 

negotiation, which obviously expressed weaknesses 

associated with maintaining the security of the central 

security policy repository. 

 

Figure 1. Complexity of security in cloud environment 

[26] 

There are various security recommendations for Cloud 

Computing providers (e.g. international organizations like 

ENISA (European Union Agency for Network and 

Information Security) [10], etc.). It has also been shown, 

that security, privacy and usability is often contradictory 

what as been discussed in Al Abdulwahid et.al [11]. 

Consequently, security in cloud environments is currently 

one major area of interest with issues for both, scientific 

and ICT community, since threats and attacks are all 

modern and sophisticated, whereas cloud solutions are 

still vulnerable and thus, cloud providers and users are 

facing serious challenges of their protection [6][7].  The 

complexity of security risks in a complete cloud 

environment is illustrated in Figure 1. 

Recently, we proposed innovative semantically enabled 

model (CSM) [7] which showed solid potentials for 

addressing all cyber security issues in one integral 

framework with defined metrics (quantitative and 

qualitative), as shown on Figure 2. The model is 

developed by following hierarchical ontological structure 

which integrates all semantic diversity in characteristics, 

relationships and dependencies between cloud computing 

models and all involved parties [7]. The CSM model also 

enables integration of intelligent reasoning techniques and 

mechanisms [12] based on service transformation of 

clouds, as commonly used in the literature [13]. 

 
Figure 2. Cyber Security Model (CSM): Hierarchical 

structure [7] 

 

3. IMPACT ANALYSIS OF CYBER ATTACKS: 
ATTACK COUNTERMEASURE TREES 

The impact analysis is one of key issues in modelling 

system response to security threats, as focused on the 

interaction between the cyber and physical aspects of the 

system [18]. To this end, commonly used mathematical 

structure is a graph (defined as a collection of vertices and 

a collection of edges that connect node pairs), which is 

widely used for representation of pairwise relationships 

between a set of objects. Depending the use of a graph, its 

edges may or may not have direction leading to directed 

or undirected classes of graphs, respectively.  

Recently developed attack-countermeasure tree (ACT) 

[14] is an example of graph based structure for modelling 

and analyzing cyber attacks and countermeasures. 

Structure of tree is much simpler for processing and 

reasoning since it is simplified graph. In ACT, there are 

three distinct nodes, so-called classes of events: attack 

events (e.g. install keystroke logger), detection events 

(e.g. detect keystroke loggers) and mitigation events (e.g. 

remove keystroke logger). ACT can be consists of [14]: 

(i) a single attack event (Figure 3a), (ii) an attack event 

and a detection event (Figure 3b), (iii) an attack event and 

multiple detection events (Figure 3c), (iv) an attack event, 

a detection event and a mitigation event (Figure 3d) or (v) 

an attack event, n detection events and corresponding n 

mitigation events (Figure 3e). 
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Having structure of a tree, it is easily to automate the 

generation of attack scenarios [14] by using its minimal 

cut sets. Furthermore, each node is assigned with p- 

probabilistic of attack success at the goal; and 

starightforward mathematical equations are defined for 

each gate type and combination of attacks and detection 

events [14].  

 

Figure 3. Attack Countermeasure Trees [14] 

ACT is thus a structure which enables to perform 

probabilistic analysis (e.g. probability of attack at the goal 

node, attack and security investment cost, impact of an 

attack, system risk, return on attack (ROA) and return on 

investment (ROI)) in an integrated manner [14, 19].  

4. ATTACK COUNTERMEASURE TREES 

FOR CLOUD BASED SYSTEMS 

Having in mind that cloud computing can be defined as 

computing paradigm based on delivery of applications to 

users as services over the Internet [7, 15], each having 

specific requirements and available for participants; we 

will use service-oriented transformation of cloud based 

solutions [13, 7]. Furthermore, recent research shows [16, 

12, 17] that semantically enhanced presentation of 

service-oriented architectures provides bases for 

intelligent reasoning over the model [16], automatic 

configuration and management [17], etc. That is a reason, 

why we decided to analyse how to use the advantages of 

using service orientation and ontological security model 

over clouds.  

 

Figure 4. Service-oriented transformation of cloud 

models and corresponding security model  

 

Both proposed models have structures of tree, ACT (see 

Figure 3) and service-oriented transformation of cloud 

based systems (e.g. service-oriented architectures, which 

is commonly presented by means of two models: business 

model templates and feature models). Due to limited 

space for the paper, we provide illustrative example (see 

Figure 4) which shows high-level representation of e-shop 

service oriented architecture. Key findings is one-to-one 

mapping between the two models (Figure 4-lines I), and 

its mapping to CSM model (Figure 4- lines II). 

However, in order to develop comprehensive model for 

measuring impacts of cyber attacks on cloud systems, we 

propose integration of ACT with semantically enhanced 

CSM model, by following step-wised approach: 

(i) create ACT for each activity in service transformed 

cloud model; 

(ii) establish links to leafs in CSM model (having in mind 

all, legal, operational and technical issues); 

(iii) propagate values from leafs to the root by respecting 

relations at all models (and mappings – at Figure 4). 

 

Even proposed solution presents methodological approach 

which needs more approval and theoretical analyses, they 

have strong roots in the following similar approach 

developed for the same models: 

- Propagation of non-functional values over service-

oriented model with mappings (Figure 4-line I) is 

formalised with simple mathematical functions: 

aggregation, multiplication, max, min. Figure 5 presents 

an excerpt from the fill version (available in [20]) and it is 

related to one non-functional property-cost; 

- Aggregation of probabilities of attack success (as 

introduced in [14]- see Figure 6). 

  

 
 

Figure 5. Aggregation rules for non-functional property: 

Cost [20] 
 

 
 

Figure 6. Formulae for probability of attack success [14] 
 

Having in mind dynamical nature of cyber space and 

cyber attacks, dynamical cyber system can be presented 

as a mathematical formalisation to describe time-

Lines I 

Lines II 
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evolution of a state x (which can represent a vector of 

physical quantities) [18], and the following mappings: 

 

- mapping f between models for presentation of service 

transformed cloud computing model (Fig. 4- lines I); 

- mapping g between service oriented model and CSM 

model (Fig.4- lines II); 

- mapping h between CSM and ACT model. 

 

In continuous time, the imapcts of cyber attacks can be 

presented as the deterministic evolution of the current 

states of the system, as follows: 

𝑥̅ = 𝐹(𝑥, 𝑓, 𝑔, ℎ, 𝑢)      (1) 

where 𝑥̅ is the time-derivative of x and u an input vector 

[14].  

 

4. DISCUSSION 
 

Development of security models is well known issue for 

both, researchers and developers [7, 14, 13, 19]. In 

addition to existing technical challenges to overcome, the 

legal situation is continuously changing. 

The EU General Data Protection Regulation (“GDPR”) 

has been adopted at the EU level on14. April 2016 and is 

one big step towards a privacy-friendly Cloud. Most 

notable requirements are data breach notification, data 

security and risk assessment. The personal data breaches 

notification requires public electronic communications 

providers such as telcos and ISPs to report such breaches 

to the relevant national regulator, and this has led to a 

range of national guidance on when and how such 

reporting should be made.  ENISA has also produced 

extensive guidelines on this matter [21]. 

There are many best practices, white papers, etc., which 

gives advice how to operate Cloud infrastructure in a 

secure and privacy protecting way [22]. To prove that all 

security controls are set have to be audited by third party 

and certified by e.g. STAR . Cloud audits  are challenging 

by its dynamic infrastructure changes. Changing Cloud 

infrastructures are continuously audited using software 

agent technology [23], Ruebsamen et.al [24] discusses 

privacy issues during audits, and Ruebsamen et.al [25] 

uses the Cloud Trust Protocol to do auditing of Cloud 

provider chains. 

5. CONCLUSION  

In this paper we have introduced an approach to cyber 

attack impact analysis for cloud based solutions. The 

advantage of the propsoed solution can be modelled 

within one framework allowing a single, but potentially 

powerful analysis approach which intergates different 

aspects, legal, economical and technical. Thus, effect 

relations for cyber-attacks are better managed for 

comprehensive impact modelling and analysis, also 

allowing intelligetn reasoning and predicting. Future work 

will include completed solution of mathematical 

formalisms, formal verification of the model and 

simulation testing and analyses.  
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Abstract: Cryptography is the study of techniques used for preserving data confidentiality. When the personal, financial, 

military or national security information is transferred from place to place, it becomes subject to eavesdropping tactics. 

Such problems can be avoided by information encryption thus making them inaccessible to unwanted (third) parties. 

Protocols are created by people trying to create a system that will prevent insertion of a third party in the communication 

or impersonation of a person in communication. 

 

In this paper the following cryptographic protocols, will be presented: Wide-Mouth Frog, Yahalom, Needham-Scroeder, 

Otway-Rees, Kerberos, Neuman-Stubblebine, Denning-Sacco and Woo-Lam. Firstly, we will present each protocol shortly 

with its most important properties, followed by their comparative analysis. We will also make analysis of the the attacks 

they are resistant to, as well as the attacks that make them vulnerable and they are subject to. The main problem these 

protocols are working on is the safe exchange of secret keys between the two parties, and ensuring them that the 

communication is with the person they want, rather than with a stranger. Codes and protocols are important tools, but they 

are a poor substitute for the real, critical thinking about what is really protected and how different methods of defense may 

fall. Even if the intruder has access only to the ciphertext, such small cracks in some parts of the system could provide 

sufficient information, thus turning good cryptosystems into useless. 

 

Examples in this research show us how by the application of logic can be caught slight difference between the protocols. 

For certain protocols we identify errors and suggest corrections. One of key mistakes could be found in the use of the 

Kerberos protocol with DES, which is however weak protocol, but it is still found in some products that have not 

implemented the newer and better AES protocol. Furthermore, the Kerberos could be weakened by using the lower 

protocols. Protocols that use synchronization of clocks, such as the Needham-Schroeder, which can be a source of the 

attack,  must be supplemented with protocols to access the time servers. There is no easy way to make systems safer, there is 

no substitute for careful planning and continuous critical examination. 

 

Keywords: cryptography, protocols, error identification, protocols' improvements 

 

1. INTRODUCTION 

Cryptography is the study of techniques used for 

preserving data confidentiality. Cryptographic protocols 

are used to establish secure communication over 

unreliable global networks and distribution systems. 

They rely on cryptographic protection methods in order 

to provide basic security services of confidentiality, 

integrity and undeniability. In the literature there are 

numerous protocols, but none of them is the perfect one.  

 

Each has its advantages and disadvantages. When the 

personal, financial, military or the information of national 

security is transmitted through a computer network, it 

becomes vulnerable to listening tactics, which makes 

information become potentially vulnerable. Vulnerability 

of information is reflected in the illegal access, illegal 

modifications and integrity violation. Therefore, the aim 

of this work is to focus on the analysis and comparison of 

the existing cryptographic protocols while maintaining 
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message transfer through the network. The basic 

cryptographic approach is based on a combination of the 

authentication and key exchange, in order to solve a 

common computer problem: two entities -the sender 

(originator) and the recipient, who want to communicate 

through a computer network safely. The question is:  how 

can these entities exchange secret keys and be sure to talk 

to each other, but not to the third party at the same time? 

A common cryptographic technique is to encrypt each 

individual conversation by using a special key. This key 

is called the session key, because it is used only for one 

specific session. Session keys are useful because they 

only exist during the session. However, an additional 

problem in a cryptographic protocol is a way of key 

distribution to the participants of a session. This study is 

focused on comparative analysis of algorithms that have 

different ways of solving the problem of key distribution 

and the results of the analysis are used to create the 

overall comparative picture about the properties of 

algorithms mentioned, which is still the basis for making 

guidelines on their practical usage and possible solutions. 

2. CRYPTOGRAPHIC PROTOCOLS AND 

ATTACKS 

2.1 Cryptographic protocols 

There are two types of cryptographic protocols, 

symmetrical and asymmetrical. At symmetrical protocols 

the same key is used for encryption and decryption, and 

thus, the main problem with this protocol is the 

possibility of the password interception, which gives the 

intruder the ability not only to read the messages, but to 

send them out as well. Therefore, this encryption method 

is the most commonly used for data protection that isn’t 

shared with other parties. On the other side, asymmetrical 

protocols use two types of keys, a public (which is used 

to encrypt the data and it is sent to all those we want to 

exchange encrypted data with) and a secret key (which is 

used for data decryption). Sending the public key, which 

is used only for encryption but not for decryption, is the 

main advantage of these protocols.  

When we are talking about cryptography, the key issues 

are to provide the following: (1)  integrity of encrypted 

data (to prevent unauthorized changing, deleting or 

information substitution); (2) information confidentiality 

(only authorized persons have the key); (3) authentication 

– introducing is the beginning of each communication 

followed by information exchange; and (4) Impossible to 

deny responsibility - Non-repudiation ensures that the 

contract, particularly the one made over the Internet can 

not be overridden later by any of the parties involved. 

Some considerable consequences can be caused by 

unauthorized access: the business could operate at a 

financial loss; a competitive business could become very 

profitable, decreased trust of service users or product 

consumers. The examples on this information include the 

following: data collection on wages, on employees, 

project files, accounting data, confidential contracts etc. 

The aim of the cryptographic system attack is getting the 

code that enables text encryption and decryption. There 

are many types of attacks, starting with the situation 

when the intruder has only a cipher text or a cipher text 

and a plaintext used to get the code. Whereas getting the 

code in this way is very difficult and it requires huge 

assets and knowledge as well, the intruders have found 

some easier ways to get it. These attacks are based on 

finding a way to be into the communication channel 

between the sender and the intended recipient, so-called 

man-in-the-middle attacks. Replay attack is carried out 

by an intruder who tries to use the old keys and establish 

communication in that way. In the systems where all the 

keys are kept at one place such as systems with KDC 

(Key Distribution Center) the risk of an attack is, at the 

same time, a possibility that the intruder could 

compromise or break down the KDC, which would 

compromise the entire system. 

2.2 The types of attacks on cryptographic protocols 

Probably the most common attacks on cryptographic 

protocols are freshness attacks. If the exchanged 

messages do not have appropriate timestamps, an 

intruder gets authorization by using a recorded copy of 

the message from a previous run of the protocol. To 

avoid this kind of attack the following should be taken 

into account during the designing of the protocol: (i) each 

cryptographic statement of the protocol should contain a 

random number generated by the receiver in the previous 

run of the protocol; (ii) the usage of synchronized clock 

and timestamps. 

Replay attack refers to a possibility when the intruder 

uses the old password and frauds the participants of the 

communication by false representation (social 

engineering). In order to prevent this type of attack the 

following measures must be taken: a special session 

token for each session and time stamping. Parallel 

session- at this attack several sessions are run 

simultaneously. The intruder uses message from one 

session to run a parallel session. 
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Type attacks are based on the replacement of a part of the 

message with the other part of a different type, and a 

random number is used as the key. 

This attack can be avoided if these guidelines are 

followed: (i) When establishing contact between the 

sender and the receiver, in the systems with symmetric 

keys, at least one message must be sent containing the 

sender’s identity; (ii) If the system with the public key is 

used, when establishing contact at least one message 

must be sent with the sender's identity as well; (iii) In the 

systems with the secret key, in establishing contact, both 

messages must contain the identity of the recipient  

3. PROTOCOLS  

3.1 Wide-Mouth Frog 

The Wide-Mouth Frog protocol is a computer network 
authentication protocol published by Burrows, Abadi and 

Needham (1) in 1989. This is possibly the simplest 

symmetric key-management protocol that uses a trusted 

server. The trusted server has keys that it shares with the 

principals concerned (sender and receiver). These keys 

are used not for encrypting real messages between the 

principals concerned, but for the keys distribution. What 

makes this protocol special is the principal that generates 

and sets up a session key, not the center for the key 

distribution. The most important assumption in this 

protocol is that the sender is competent enough to 

generate good session keys, which is not easy to be done. 

To overcome this problem, a server must generate 

session keys. Timestamps are used so that the 

authentication center (server) and the receiver could 

know how much time has passed since the generation of 

the message itself. The message is ignored if it took more 

time than agreed on, (which makes difficult to a third 

party to find out the secret key or to insert in the 

communication between sender and receiver). This 

protocol has never been applied broader because it has 

several major flaws. The biggest flaw is that all principals 

and the server as well must have access to a single clock, 

and the same clock must be protected from the influence 

of a third party. Another problem is that the server knows 

all the keys so if it happens that the safety of the server is 

in danger, than all safe channels established through the 

server are in danger, too. The third problem is that the 

shared encryption key is fully determined by sender. 

Repeated attack at the Frog protocol, the adversary can 

keep the session keys for later reuse. This attack assumes 

that the server does not keep a record of keys used 

recently nor the timestamps as well. 

3.2 Yahalom 

This protocol uses authentication server and random 

numbers. In this protocol the server determines the 

session key, and it is symmetrical. It is designed to be  

applied in unsafe networks such as the Internet. It can be 

said that this protocol is a corrected version of the Frog 

protocol. Attack at Yahalom can be performed by an 

intruder masked as a sender who starts a parallel session, 

which is a parallel attack. In this way he is likely to 

mislead the receiver and to get the session key. In his 

work, Burrows, suggested a correction of this Protocol, 

by adding a random number of the receiver in the first 

message exchanged between the server and the 

receiver.[1]  Even the corrected protocol is un resistant to 

attacks. For it is possible to be under a replay attack. This 

weakness comes from the recipient's inability to check 

whether the session key received a message from the 

sender or server. If the intruder presents himself as the 

sender, it is possible to use the old session key and start 

communicating with the receiver so that and the receiver 

can not see the identity switch. [2] 

3.3 Needham- Schroeder 

This protocol is available in two versions, the one with 

symmetrical and the other one with asymmetrical key, 

which is the public key. The version using the symmetric 

key was the basis for the development of the Kerberos 

protocol. It is used for the keys exchange in unsafe 

networks such as the Internet. The server for the key 

exchange and session key allocation is used here, too. 

This protocol could be attacked by a replay attack. The 

intruder can use an old session key and start 

communication with the receiver. The recipient is not 

aware that this is not a new key. This attack can be 

thwarted if the timestamps are used in the protocol as 

well. Type attack is also a possibility, when the intruder 

types his name instead of a random number.[3]This 

attack can be prevented if in the message, each field is 

checked whether it corresponds to the type it 

should.[4]Another type of attack that is possible on this 

protocol is freshness attack, the solution is to use 

timestamps. This solution is applied at the Kerberos 

protocol. Another type of attack is MIM (man -in -the 

middle) in which the sender and receiver think they 

communicate directly unaware that all communication is 

via the intruder. Correction of the protocol came out in 

1995, and it consists of adding the receiver's name in the 

second message of the protocol. Denning and Sacco 

showed that there is a possibility of a parallel attack. This 

https://en.wikipedia.org/wiki/Computer_network
https://en.wikipedia.org/wiki/Authentication
https://en.wikipedia.org/wiki/Cryptographic_protocol
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attack can be disabled by adding a random number of the 

receiver in the second message. Denning and Saccocs 

have suggested another solution, which is the usage of 

timestamps. Like all server protocols, this one is also 

subject to be attacked on its own server. 

3.4 Otway- Rees 

This protocol uses symmetric keys, random numbers, 

indexes and authentication server. The protocol is subject 

to man - in - the middle attack.[5]There is a possibility 

that the intruder gets a new session key from the server, 

which the intruder can use to present himself as the 

receiver to the sender. In this case the intruderuses two 

different keys to communicate with the receiver and 

sender. There is a possibility of a type attack when the 

intruder plants the name of the sender, receiver and the 

index as the session key.[6] Another attack is a replay 

attack, when the intruder uses old random numbers in 

order to deceive the receiver and initiate communication. 

3.5 Kerberos 

Kerberos is simultaneously an authentication protocol 

and KDC, too. Kerberos can be described as a safe 

authentication protocol that uses a Single Sign On login 

type, which ensures high efficiency. Users are allowed to 

sign on the system only once, and have access to system 

or network resources, depending on their authority. 

Communication between entities within the Kerberos 

protocol is based on the tickets exchange. A ticket 

represents a type of encrypted data that is transmitted 

through the network, and delivered to the client who 

saves them and uses it later as a pass for establishing 

communication with the appropriate server. While 

encrypting messages / tickets, Kerberos protocol uses 

symmetric DES algorithm or its variants such as 3DES, 

and Kerberos Version 5 uses AES algorithm only. 

Kerberos environment consists of two servers as follows: 

authentication server AS and Ticket-Granting Server. 

3.5.1 Kerberos thread-safety 

There is a possibility of cache and repeating old 

Authenticators. Although the timestamps should prevent 

it, the repetition can be made until the expiration time of 

the ticket. Servers are supposed to store all valid tickets 

in order to prevent repeating, but it is not always possible 

to do so. In addition, the lifetime of tickets can be quite 

long, and it is usually about 8 hours long. Authenticators 

rely on the fact that all the clocks in the network are more 

or less synchronized. If it is possible to trick the server in 

terms of the time, then the old Authenticator can be 

repeated without any problems at all. Most network time 

protocols are unsafe, so this could be a serious problem. 

Kerberos is subject to password guessing attack. The 

intruder can obtain tickets and then try to decrypt them. It 

is known that the average user usually does not choose 

good passwords. If the intruder has collected enough 

tickets, he has a good chance to find out the password. 

Probably, the most serious attack is the one involving 

malicious software. Kerberos protocols rely on the fact 

that the programs are reliable. Kerberos improvements 

are being worked on, including the implementation of 

public key cryptography and application of smart cards 

for key management. Kerberos version 4 used 

symmetrical DES encryption system which wasn't 

reliable and it is replaced with the 3DES system, and in 

Kerberos version 5,AES system is commonly used 

because it is more reliable. 

3.6 Neuman – Stubblebine 

Due to system errors or diversions, clocks can become 

unsynchronized. If this happens, it is possible to attack 

the majority of these protocols. If the sender's clock isn't 

synchronized within configured limits with the receiver's 

clock, the intruder can intercept the sender's message and 

repeat it later, when timestamp matches the current time 

on the computer of the receiver. This attack is called 

suppress-replay attack and it can have serious 

consequences. This protocol tries to repel suppress-replay 

attack but it is subject to type attack [7] by replacing keys 

with random numbers. There is a possibility of parallel 

attack, too. [8] 

3.7 Denning-Sacco 

This protocol uses timestamps and public key signatures. 

It is a modified version of Needham - Schroeder protocol 

with symmetric key. In Denning Protocol, timestamps are 

applied instead of random numbers in order to eliminate 

the risk of freshness attack, which was a problem in the 

Needham - Schroeder protocol. Timestamps entail a 

problem of clock synchronization. There is a possibility 

of parallel attack on this protocol. In the original 

protocol, the receiver has no way to verify if he really 

receives a message from the sender. The intruder is thus 

enabled to start a parallel session and send to the receiver 

an intercepted message from the sender-receiver 

communication. Lowe is in his work provide a solution 

to this problem. [9] 

3.8 Woo-Lam 
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This protocol uses public keys, random numbers and 

signatures. It can be attacked by parallel attacks. The 

attack is carried out in a way that an intruder presents 

himself to the receiver as being the server, and convinces 

him to continue communicating. As an answer to this 

threat it is necessary to take certain measures, such as: 

each message should contain session number, accept the 

session only if the last message session has passed. All 

these measures taken do not mean that we have 

eliminated the possibility of other attacks. Another type 

of attack that is possible, on this protocol, is type attack. 

An intruder, using an incorrect message, can get the 

session key. The only way to prevent this is to analyze all 

the messages and reject those that do not match the 

characteristics of the protocol. [10] 

4. COMPARATIVE PROTOCOLS’ ANALYSIS  

From the Table 1 we can see that most of the steps are 

performed in Woo-Lam Protocol. All the protocols, with 

the exceptionof Wide - Mouth Frog, use the services of 

KDC (Key Distribution Center). An equal number of 

protocols use random numbers, which are used only 

once, and timestamps, in order to prevent a replay attack. 

Only Neuman-Strubbine uses both. Only Otway- Rees 

uses indexes. Most protocols are with symmetric keys. 

The protocols with asymmetric keys use signature as 

additional way of protection. 

 

 

Table 1.  Protocols’ properties 

 Numb

er of 

steps 

Keys 

cont

rol 

Rand

om 

num

ber  

timesta

mp 

Ind

ex 

Symm

etric 

keys 

Asymm

etric 

keys 

Signa

ture 

 

Wide – 

Mounth 

Frog 
2 

sende

r 
 x  x   

Yahalom 
5 server X   x   

Needham- 

Schroeder 6 server X   x x  

Otway- 

Rees 5 server X  x x   

Kerberos 
4 server  x  x   

Neuman–

Stubblebine 
5 server X x  x   

Denning-

Sacco 4 server  x   x x 

Woo-Lam 
8 server x    x x 

 

The Table 2 shows that all the protocols are the most 

subject to parallel attacks, and the least to freshness 

attacks. Needham- Schroeder and Otway- Rees protocols 

are the most subject to a number of different attacks 

whereas Kerberos is the least subject to any. The table 

shows that there is no a completely safe protocol. There 

is always a possibility of an attack. 

Table 2. Protocols’ attacks addressed in the literature 

 Freshness 

Man–in-

the 

middle 

Type Replay Parallel 

Wide – Mounth 

Frog 
 [13]  [6],[15]  

Yahalom   [17] [19] [1] 

Needham- 

Schroeder 
[11] [17]  [9], [17] [9] 

Otway- Rees  [16] [10],[11] [23] [24] 

Kerberos    [22]  

Neuman–

Stubblebine 
 [18] [19]  [20] 

Denning-Sacco [21]    [15] 

Woo-Lam   [10]  [14] 

 

5. CONCLUSION 

The disadvantage with Wide-Mouthed Frog protocol is 

that the sender devises a session key. This protocol is 

subject to replay attack. Another flaw is the absence of 

authentication during random numbers exchange. The 

good side of this Protocol is its simplicity. Yahalom 

protocol's main flaw is the possibility to run parallel 

sessions. Furthermore, all the systems that use the 

services of KDC are subject to possible attacks on the 

system whether the attack aims to get the passwords or to 

prevent communication with KDC, which disables the 

entire system. In Needham-Schroeder protocol we have a 

problem with the old session keys and the possibility of 

starting attack through them. This protocol is subject to 

"man in the middle" attack. There is a version of this 

protocol with a public key, which has solved this type of 

problem. In the Otway-Rees protocol an intruder can 

communicate both, with the sender and receiver, by using 

two different session keys. The problem with the old 

keys appears as well. Kerberos could be attacked in the 

cases of user's mistake or by taking weak passwords. 

Furthermore, in this protocol there is a problem with 

clocks synchronization, as with all other protocols that 

rely on timestamps. Kerberos version 4 used symmetrical 

DES encryption system that was not reliable and it is 

replaced by somewhat better 3DES system, but version 5 

with AES system is considered to be more reliable. 

Another protocol that relies on timestamps, which is 

possibly its main flaw, is Neuman - Stubblebine protocol. 

This protocol is subject to replay and "man in the middle" 

attacks. Attack on Denning-Sacco protocol is possible if 
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the attacker presents himself as being the sender and 

sends his session key to the receiver. The problem with 

Woo-Lam Protocol is a possibility for an attacker to run 

parallel sessions. BAN Logic program is used for 

Cryptographic Protocols Analysis and detecting their 

flaws. The problem of establishing secure session keys 

between pairs of computers (and people) on the network 

is so significant that it prompted a very extensive 

research towards the development of new and debugging 

the old protocols. 
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1. INTRODUCTION  
 

In the early 1990s numerous authors and practitioners 

forseed extensive changes which were going to happen 

due to technology development [1], [2]. The expectations 

were that the change would exert its influence at the level 

of business processes [2]. It was evident that redesign of 

business processes was inevitable and it was welcomed in 

the academic circles [2].  

 

There is still lack of sufficient understanding how 

technology and mainly computers change the business 

world. People wrongly assume that it is all about speeding 

up the processes, without realizing that the change is not 

quantitative, but qualitative as well. A rather different 

way to view this problem is to see companies and markets 

as information processors [3]. Without technological 

advances, information processing was slow, costly, and at 

times impossible. Investments in IT structure contributed 

to reductions in costs which were so significant that they 

influenced restructuring of the economy [3]. 

 

Technology did not influence just the business sphere, but 

its progressive nature posed some challenges for its own 

development. The exponential expansion of the internet 

made it harder to keep the technology relevant and useful. 

Another problem is the increase in number of security 

issues related to IT structure management [4]. 

Governemnts teamed up with companies in order to 

protect informaton and a great number of cyber laws has 

been enacted [4]. However, the problem still remains and 

it is more relevant than ever. This paper will assess the 

importance of data and information security in the modern 

business world and it will also tackle the general 

importance of technology (especially cloud technology) 

regarding security issues.  

 

 

2. CYBER ATTACKS: A SNAPSHOT 
 

Trends in 2015  
 

As cyber attacks are part of the modern business everyday 

reality, a huge amount of reports can be found covering 

this problem. According to several different resources, 

this year has been fruitful when it comes to cyber attacks 

ranging from data breaches to digital extortion [5]. 

Symantec Corporation, a company which has built its 

business on researching and tracking problems regarding 

IT security reported that during 2015 there was over 1 

million of cyber attacks each day [5].  

 

Another piece of information which excellently paints the 

picture about current problems is that a new zero-day 
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vulnerability was uncovered each week during 2015. 

(Zero-day vulnerability is defined as a hole in software 

that is unknown to the vendor which is usually exploited 

by hackers.) The more concerning piece of information is 

that the number of uncovered zero-day vulnerabilities 

increased for 125% during the period from 2014 to 2015 

[5].  

 

Types of Data breaches and Occurrence Rates 

 
A report published by State of California Department of 

Justice from January 2015 shows a detailed breakdown of 

the data breach statistics. The relevant results are 

presented in the Image 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is observable that malware and hacking is most 

common, followed by physical theft or loss, unintentional 

loss, and intentional misuse [6]. Physical theft or loss was 

defined as “unencrypted data stored on laptop, thumb 

drive or other device removed from owner’s control” [6]. 

Malware and hacking was defined as “intentional 

unauthorized intrusions into computer systems containing 

data” [6]. Misuse was defined as “intentional abuse of 

access privileges by insider” [6]. Errors were defined as 

“anything unintentionally done or left undone that 

exposes data to unauthorized individuals” [6].  

 

The classification was also made based on the industry 

sectors. As the table shows, the highest number of data 

breaches is in the retail, closely followed by finance and 

health care [6].  

 

Current situation in Serbia  
 

This negative trend affected companies in Serbia as well. 

In July 2016 several domestic newspapers reported an 

official announcement of the Police Department that more 

than 1 million EUR has been stolen during cyber attacks 

[7]. To the knowledge of the Police Department of Serbia, 

small and medium enterprises are usually chosen as 

targets. These attacks are rather simple, as intruders 

present themselves as companies with which a target 

company already has an established business connection. 

Legitimate messages with payment instructions are then 

altered and new IBAN number is sent to targeted 

companies. These scams are usually uncovered 3 to 6 

days later which leaves plenty of time for the criminals to 

withdraw money from foreign accounts and delete all 

piece of evidence (such as false email, false website, etc.) 

[7].  

 

Previously described attacks lack the sophistications of 

cyber attacks encountered in other countries. RHEA 

group listed three biggest cyber attacks in 2016 which 

show extremely high level of sophistication. These 

include a cyber attack on the Ukrainian power grid when 

225 000 people were left without power [8]. The second 

mentioned attack is the one in which the Central Bank of 

Bangladesh was targeted and the losses amounted to USD 

81 million, while USD 850 million couldn’t be processed 

[8]. The third highly sophisticated attack was directed 

towards payroll company ADP. The damage still hasn’t 

been estimated exactly, as hackers didn’t still money but 

payroll, tax and benefits information from nearly 640 000 

companies among which is the US National Bank as well 

[8].  

 

3. SECURITY AND SOFTWARE 

VULNERABILITIES AND CYBER CRIMES 
 

Finding definitions of security and software 

vulnerabilities may be quite a challenge since it is 

assumed that everybody knows what it is. However, a 

blog run by one the giants of IT industry – Microsoft – 

draws attention to the need to define term security 

vulnerability in order to know how to fight related 

problems. The definition they offer is that “a security 

vulnerability is a weakness in a product that could allow 

an attacker to compromise the integrity, availability, or 

confidentiality of that product“[9]. Importance of this 

problem and its consequences are better understood when 

they are expressed in numbers. According to the extensive 

primary research conducted by the Kaspersky Lab, 

security breaches are a common problem as 90% of the 

companies at some point experiences this type of trouble 

[10]. The estimation showed that small to medium 

enterprises, on average, incur costs of 38 000 USD due to 

security breaches, while large enterprises spend more than 

half a million dollars to cover the damage [10]. These 

numbers show direct costs of security breaches, but 

additional indirect costs exist as well. For small to 

medium enterprises indirect costs amount to 8 000 USD, 

while for large enterprises these are, on average, 69 000 

USD [10].  The main sources of security breach-related 

costs for large enterprises are summarized in the Image 2, 

while the Image 3 shows the same type of information but 

for small to medium enterprises.  

 

Image 1: Type of Breach and Breaches per Industry Sectors 

Image 2. Total impact of security incidents for large enterprises [10] 
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When these numbers are viewed, it is understandable why 

security budgets are spiraling during the last few years. It 

is also relevant for this topic why the costs of security 

breaches are so high. Following is the list of the most 

serious and costly consequences which were outlined by 

managers [10]:  

 

 Temporary loss of access to business critical 

information (50%) 

 Loss of credibility/damage to company reputation 

(43%)  

 Temporary loss of ability to trade (38%)  

 Loss of contracts/ business opportunities in the future 

(30%)  

 Costs associated with professional help to remedy 

loss (e.g. legal costs) (25%)  

 Cost of additional software/infrastructure to prevent 

future problems (24%)  

 Competitors obtaining previously confidential data 

(e.g. financial, strategic, IP) (20%) 

 Financial losses caused by reimbursing/compensating 

clients (19%) 

 Damage to credit rating (18%) 

 Additional staffing/training costs (17%)  

 Increased insurance premiums (13%) 

 

Having in mind all of the previously outlined data, it 

comes as a surprise that there is almost no information 

about procedures which should be implemented once a 

software vulnerability is detected [11]. Same research gap 

is present in the area of detecting vulnerabilities [11]. 

Recently, there have been some advances in this field and 

security risk analysis models have been offered to the 

public [12]. We find it rather important to contribute to 

this topic by adding a short overview of significant 

software vulnerabilities which were discovered during the 

period from 2014 to 2015. Summary of the research 

results is presented in Table 1.  

 

Once when vulnerabilities are spotted, they should be 

fixed before they are exploited by hackers. Steps which 

are undertaken can be labeled as preventive measures, 

which is exactly our last topic in this paper.  

 

 

Table 1. Software vulnerabilities summary 

 

4. PREVENTIVE MEASURES AGAINST 

CYBER ATTACKS  

 

When it comes to prevention of cyber attacks, there are 

numerous methods, but none of them guarantees success. 

For example, one of the recent findings is a network 

security metric for measuring the risk of unknown 

vulnerabilities [13]. As this system is dealing with zero-

day vulnerabilities, it does not provide any guidance on 

solving the actual problems, but according to authors, it 

does give a good basis for buidling knowledge about 

system’s faults [13].  

 

There are other methods which indeed predict exact files 

which may be source of vulnerability. An empirical study 

confirmed that CCD metrics are successful in making a 

distinction between vulnerable and non-vulnerable files 

[14]. In general, vulnerability inspection efforts are 

significantly decreased when code churn, developer 

CVE Name 
Discovere

d 
Software 

Use 

consequenc

es 

2014

-

0160 

Heartblee

d 
2014 

OpenSS

L 

Reading 

confidential 

data from 

system 

memory, 

downloadin

g 

cryptograph

ic keys  

2014

-

6271 

Shellshoc

k 
2014 Bash 

Execution 

of arbitrary 

code, 

unauthorize

d access to 

the remote 

computer 

system  

2014

-

3566 

POODL

E  
2014 SSLv3 

Decoding 

messages  

2015

-

0235 

GHOST 2015 glibc 

Overtaking 

control over 

remote 

Linux 

system 

2015

-

0204 

FREAK 2015 
SSL/TL

S 

Data theft 

using 

cryptanalysi

s based on 

intruding 

short RSA 

keys 

Image 3. Total impact of security incidents for small to medium 
enterprises [10] 
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activity, and combined CCD metrics are applied at once 

[14].  

Automatic testing is another tool which is available for 

predicting problems which may arise from software 

vulnerabilities. However, these tools are not used as often 

as they should be. The problem lies in the fact that 

prevention of software vulnerabilities related problems 

requires a lot of time and continuous effort and often the 

pace of work does not allow investing extra time.  

 

5. CONCLUSION  

The strong relationship between modern business entities 

and technology is undeniable. While it is a source of 

unlimited number of opportunities for progress, it also 

comes with some disadvantages. Security problems have 

been in focus for the past ten years, and as hackers are 

becoming more and more sophisticated, it seems that in 

the future academia and professional circles will be still 

trying to find ways to protect data and information.  

 

Unfortunately, current situation is not very bright as there 

are still many undiscovered areas and preventive 

measures are far from being sufficient. The number of 

cyber attacks (which is constantly growing) confirms this 

statement. Apparently, future development in this area 

should take two roads simultaneously: developing more 

advanced software systems, but at the same time 

developing more sophisticated measures for protecting 

vendors and users in the first place.  
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